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The paper presents a computational model for highly nonlinear 2-D water waves in which a high order Boundary Element Method is coupled with a high order explicit time stepping technique for the temporal evolution of the waves. The choice of the numerical procedures is justified from a review of the literature. Problems of the wave generation and absorption are investigated. The present method operates in the physical space and applications to four different wave problems are presented and discussed (space periodic wave propagation and breaking, solitary wave propagation, run-up and radiation, transient wave generation). Emphasis in the paper is given to describing the numerical methods used in the computation.
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1. INTRODUCTION

1.1. Numerical modelling of ocean waves

The numerical modelling of ocean wave situations that aims at analyzing their nonlinear interaction with engineering structures will always require a relatively large degree of spatial resolution and, hence, can only cover a limited area in the neighborhood of the structure. Therefore such models will always contain three essential elements:

- A generation of the waves to be studied. The generation simulates the waves that in the nature just propagate into the region that has been chosen for modelling.
- An element that numerically propagates the waves through the region of computation and accounts for their interaction with structures inside the region.
- A mechanism which prevents that waves propagating outward, toward the boundary of the computational region are reflected back into the region in a non-physical manner (far field representation).

These are essentially the same elements we find in a traditional laboratory wave tank. Therefore the numerical modelling of nonlinear ocean waves can be considered in many respects as the computational equivalent of a traditional wavetank (a 'numerical wavetank'). Several techniques have been developed for all three elements in the list, and a brief literature review is given hereafter. In most studies so far, however, starting with Longuet-Higgins and Cokelet[24] the generation and absorption of the waves (1st and 3rd elements) have been entirely avoided by assuming the waves to be two-dimensional only and to be spatially periodic in the direction of their propagation.

1.2. Solution technique

The Boundary Integral Equation Method (BIEM) and the Boundary Element Method (BEM) have been very successfully used in the solving of a large number of linear two- and a few three-dimensional wave problems. For reference one can consult the reviews by Shaw[31] and Liu and Liggett[34]. In such problems, the method offers the great advantage of describing the flow by its boundary values only (reducing the problem dimensions by one, and thus the computing time). Moreover, unlike the situation in many structural analysis problems, in the analysis of wave motions the boundary shape, and the velocity or velocity gradient on the boundary represent the only information needed in the computations. In those problems, the BEM has thus showed to be up to one order of magnitude faster, for a same accuracy, than domain discretization methods, like the Finite Element Method (Grilli[11,13]).

Applications of BIEM or BEM to nonlinear waves lead to computational models which essentially consist of two coupled parts. The first is a solution of the Laplace equation (the continuity equation in a non-viscous irrotational fluid model), at a given time. The second part is a forward stepping to the next time level at which the Laplace equation is again solved and so forth.

The time stepping consists of integrating the two nonlinear free surface boundary conditions (kinematic and dynamic) and the relevant boundary conditions along the rest of the boundary and, thereby, establishing both the new position of the boundary and the relevant boundary conditions along the new boundary at the next time step.
For the far field representation, several methods can be used, including the coupling of interior and exterior solutions.

2. BRIEF REVIEW OF THE EXISTING SOLUTIONS

2.1. The first numerical solutions

Reviews of analysis of highly nonlinear wave problems can be found in Yeung and in Liggett and Liu. The first contributions to the method can be divided into four parts.

1. The first successful numerical computation of 2-D steep deep water surface motions and overturning waves was made by Longuet-Higgins and Cokelet. In this first publication the Laplace equation was solved by a BIEM based on 3rd Green's identity, and the idea was introduced of working in a conformally mapped space. In the time stepping they used a Lagrangian description of the free surface, but approximated the partial differential expressions of the free surface boundary conditions by ordinary differential equations. The integration in time was then performed by an Adams–Bashforth–Moulton method and initiated by a Runge–Kutta scheme. This approximate time updating procedure induced sawtooth oscillations on the free surface which required smoothing procedures to be introduced. Many applications of the method can be found in the literature, up to very recently, but without any further real innovations except, perhaps, the extension to finite depth by New, McIver and Peregrine.

2. Vinje and Breivig modified the previous method by using a Laplace solution based on Cauchy's complex integral theorem applied to the physical space, and studied finite depth breaking waves and forces on a submerged pipeline (Breivig, Greenhow and Vinje). The method created less sawtooth oscillations. It was well suited to less time-consuming iterative methods for solving the matrix equation. Their use of both velocity potential and stream function to obtain a problem formulated entirely as a Fredholm equation of the second kind was in fact already outlined by Svendsen.

3. The method of double layers has been utilized by Baker, Meiron and Orszag, who computed finite depth breaking waves and derived an efficient iterative method of solution.

4. Dold and Peregrine developed an accurate explicit time stepping method by using a higher order Taylor expansion in time for the free surface position in a Lagrangian formulation. To get the Taylor series coefficients, they solved a succession of Laplace problems for the velocity potential and its time derivatives, each problem solution providing the nonlinear free surface boundary condition for the next one. Their method for solving Laplace was similar to the one by Vinje and Breivig, but in a conformally mapped space. In addition to being of high order, their method of integration in time also correctly accounts for the influence of the derivatives along the surface, which were only included to lower order in Longuet-Higgins and Cokelet's time stepping method. The method allowed them to use large time steps and provided a very good stability (permitting them to avoid almost any smoothing), and it was an order of magnitude faster than Longuet-Higgins and Cokelet's method, mainly due to their large time steps.

For completeness, reference is also made to the implicit iterative time stepping methods developed by Liu and applied by Kim, Liu and Liggett and Liu and Ligget§ and the error correcting method developed by Nakayama.

2.2. Solutions in the physical space

As mentioned, all the contributions described above studied space periodic waves. In addition, they used complex variable relationships such as conformal mapping or the Cauchy theorem. Thus, they were also limited by nature to two dimensions.

In order to analyze waves that are not period in space, it is necessary to work in the physical space, which provides the additional advantage that we are able to extend the method to three dimensions and to introduce structures of arbitrary shape into the domain. Vinje and Breivig also worked in the physical space and could introduce structures. Their method has been very successfully used and improved by Lin, Newman and Yue.

The combination of physical space and 3-D problems is still very rare, and poses far-field representation problems (see below). Isaacson studied the 3-D nonlinear forces on structures. He used a BEM based on a 3-D free space Green's function, and a time stepping similar to that of Longuet-Higgins and Cokelet, and Dommertime and Yue studied an asymmetric heaving problem using equivalent procedures in an axisymmetric formulation which essentially is a problem that can be described by two dimensions. Romate developed a 3-D panel method he applied to weakly nonlinear waves.

2.3. Wave generation

The methods listed above can propagate the wave in space and time but, as already pointed out, it is necessary in the physical space to generate the wave motion and to absorb it.

If the waves are generated by simulating a wave maker or a body movement, singularity problems are created at the confluence of boundary conditions (Kravtchenko) or, numerically speaking, corner problems. To remove this singularity, Lin, Newman and Yue suggested to separate both the potential and the stream function at the body part of the corner. Doing so, they could generate nonlinear waves by a wave maker. Dommertime and Yue, following the same principle as Lin et al., imposed both the potential and its normal derivative at the body part of the corner in their BEM formulation.

2.4. Absorption and radiation of the waves

For linear waves absorbing boundary conditions have been developed by Enquist and Majda. The absorption of waves by damping was first used, for linear waves, by LeMehauté. A similar idea termed a 'sponge layer' was introduced, for Boussinesq equations, by Larsen and Darcy. Hybrid methods coupling the BEM solution with exterior solutions based on eigen function expansions or on flat bottom numerical solutions, have also been very successful for linear waves (Liu and Liggett, Grilli and others).

For nonlinear waves of non-permanent form, however, no general absorbing or radiation condition is available. Some rather heuristic boundary conditions have been
used instead, like Isaacson\textsuperscript{16}, who simply imposed a zero velocity on the lateral boundary of the computation (corresponding to a reflecting wall), which limited the validity of the solution to a few wave periods. Other authors matched exterior linear solutions at a finite distance, like Lin, Newman and Yue\textsuperscript{23} who coupled successfully a 3-D exterior flat bottom linear solution to a nonlinear 2-D numerical solution. Their solution was claimed to work for an indefinite time, without producing reflection, because of the energy decay in the 3-D radiated field (the corresponding 2-D solution did not work). Dommermuth and Yue\textsuperscript{23} used the same method for the forced heaving motion of a cylinder.

2.5. General features of our solution

In the present paper, the Laplace equation is solved in the physical space, since we intend to generate non-periodic waves and to absorb them. The presentation is limited to problems in a 2-D model, but can in principle be extended to 3-D problems.

The solution of the Laplace problems is based on a non-complex method which is, in our case, a high order BEM, using the free space Green’s function.

The time stepping is equivalent to Dold and Peregrine’s which is a stable and fast method. Besides, it has the great advantages of being explicit and without the approximations of the method introduced by Longuet-Higgins and Cokelet.

The wave generation is performed by simulating a wavemaker movement in the model, or by imposing extended periodicity conditions (space periodic wave train). But other methods like the generation by internal sources (Broersen and Larsen\textsuperscript{5}) could equally well be implemented.

Wave absorption has so far only been implemented for constant shape waves, like the solitary or simple period waves.

Finally, the very high overall stability in time of the above described method, permitted us to avoid smoothing procedures in any of the examples presented in section 5.

3. MATHEMATICAL FORMULATION

3.1. Governing equations and boundary conditions

We assume an incompressible irrotational flow (for the time being restricted to 2-D) described by a velocity potential \( \phi(x, t) \), and the velocity field is given by \( u = \nabla \phi = (u, w) \).

Thus, the continuity equation in the fluid domain \( \Omega(t) \) with the boundary \( \Gamma(t) \) becomes a Laplace equation for \( \phi \) (Fig. 1),

\[
\nabla^2 \phi = 0 \quad \text{in} \quad \Omega(t)
\]

(1)

Using the free space Green’s function \( G(x, x_i) \), this is solved as the boundary integral equation,

\[
\alpha(x_i) \phi(x_i) = \int_{\Gamma(t)} \left[ \frac{\partial \phi}{\partial n} G(x, x_i) - \phi \frac{\partial G(x, x_i)}{\partial n} \right] d\Gamma
\]

(2)

where \( x \) and \( x_i \) are the coordinates of points on the boundary, and \( \alpha(x_i) \) is a geometric coefficient.

On the free surface \( \Gamma_f(t) \), \( \phi \) satisfies the kinematic boundary condition,

\[
\frac{D\phi}{Dt} = v + u \cdot \nabla \phi = u \quad \text{on} \quad \Gamma_f(t)
\]

(3)

with \( r \), the position vector of a free surface fluid particle.

Thus

\[
\frac{D\phi}{Dt} = \nabla \phi \quad \text{on} \quad \Gamma_f(t)
\]

(4)

and the dynamic free surface boundary condition,

\[
\frac{D\phi}{Dt} = -gz + \frac{1}{2} \left| \nabla \phi \right|^2 - \frac{p_a}{\rho} \quad \text{on} \quad \Gamma_f(t)
\]

(5)

where \( g \) is the acceleration due to gravity, \( z \) is the vertical coordinate (positive upwards) and \( x = 0 \) at the undisturbed free surface, \( p_a \) the pressure at the surface and \( \rho \) the specific mass of the fluid.

In case of wave generation by a wave maker, the normal velocity is continuous over the surface \( \Gamma_{r_1}(t) \) of the paddle.

\[
\nabla \phi \cdot n = \frac{\partial \phi}{\partial n} = V(x, t) \quad \text{on} \quad \Gamma_{r_1}(t)
\]

(6)

where \( n \) is the unit outward normal vector, and \( V \) the wave maker velocity. On a stationary bottom \( \Gamma_{s_1}(6) \) is satisfied with \( V = 0 \).

In case of the absorption of a wave of permanent form with velocity \( c \), the Sommerfeld radiation condition on the boundary \( \Gamma_{r_2}(t) \) reads,

\[
\frac{\partial \phi}{\partial n} = -\frac{1}{c} \frac{\partial \phi}{\partial t} \quad \text{on} \quad \Gamma_{r_2}(t)
\]

(7)

whereas a reflection condition will be expressed by (6) with \( V = 0 \).

In case of a space periodic wave train, \( \Gamma_1(t) \) and \( \Gamma_2(t) \) are vertical boundaries following the free surface wave particle motion. On those vertical boundaries we impose the periodicity conditions,

\[
\frac{\partial \phi}{\partial n}(\Gamma_1(t)) = -\frac{\partial \phi}{\partial n}(\Gamma_2(t))
\]

(8)

\[
\phi(\Gamma_2(t)) = \phi(\Gamma_1(t)) + V(x, t) a L
\]

(9)

where \( V(x, t) \) is the velocity of a current uniform over the depth, \( L \) the wave train length and \( a \) is an integer number.

3.2. The time stepping method

The time stepping consists of integrating the two nonlinear free surface conditions (4) and (5) to establish, both the new position of the free surface and the relevant boundary conditions of Laplace’s problems at the next time step. Following the approach used by Dold and Peregrine\textsuperscript{7}, the updating of \( \Gamma_f(t) \) is based on a truncated Taylor expansion in a lagrangian formulation which
corresponds to following a fluid particle,
\[ r(t + \Delta t) = r(t) + \sum_{k=1}^{n} \left( \frac{\Delta t^k}{k!} D^k r(t) \right) + O((\Delta t)^{n+1}) \]

\[ \phi(r(t + \Delta t), t + \Delta t) = \phi(r(t), t) + \sum_{k=1}^{n} \left( \frac{\Delta t^k}{k!} D^k \phi(r(t), t) \right) + O((\Delta t)^{n+1}) \]

To get the coefficients in the expansions, we solve a succession of Laplace problems for the velocity potential \( \phi \) and its time derivatives, each problem solution providing the nonlinear free surface boundary conditions for the next one. Indeed, the Laplace equation (1) is valid for all the time derivatives of \( \phi \). In our model, the series are presently limited to the second order terms \((n = 2)\), but the procedure described can in principle be extended to higher order terms.

The expansion coefficients are expressed in terms of \( \phi \), \( \partial \phi / \partial n \) and \( \partial^2 \phi / \partial t \partial n \), and of their derivatives along the free surface. We adopt a local coordinate system at the free surface defined by \((s, n)\), the tangential and normal unit vectors to the free surface (Fig. 2). This formulation provides simpler expressions for the high order derivatives than the \((x, z)\) system. Using,

\[ \cos \theta = \frac{\partial x}{\partial s}, \quad \sin \theta = \frac{\partial z}{\partial s} \]

we obtain by (4),
\[ \frac{D r}{D t} = \left[ \frac{\partial \phi}{\partial s} \cos \theta - \frac{\partial \phi}{\partial n} \sin \theta + \frac{\partial \phi}{\partial n} \cos \theta + \frac{\partial \phi}{\partial s} \sin \theta \right] \quad \text{(12)} \]

The continuity and irrotationality conditions yield,
\[ \frac{\partial \omega}{\partial t} + \frac{\partial \omega}{\partial x} = 0 \quad \text{or} \quad \frac{\partial^2 \phi}{\partial s^2} = -\frac{\partial^2 \phi}{\partial n^2} \]
\[ \frac{\partial \omega}{\partial t} + \frac{\partial \omega}{\partial x} = 0 \quad \text{or} \quad \frac{\partial^2 \phi}{\partial s^2} = -\frac{\partial^2 \phi}{\partial n^2} \]

and after some calculations we get,
\[ \frac{D^2 r}{D t^2} = \left[ \frac{\partial^2 \phi}{\partial s^2} + \frac{\partial^2 \phi}{\partial n^2} \right] \cos \theta + \left[ \frac{\partial^2 \phi}{\partial s^2} + \frac{\partial^2 \phi}{\partial n^2} \right] \sin \theta \]
\[ + \left( \frac{\partial^2 \phi}{\partial s^2} + \frac{\partial^2 \phi}{\partial n^2} \right) \frac{\partial^2 \phi}{\partial s \partial n} \cos \theta + \left( \frac{\partial^2 \phi}{\partial s^2} + \frac{\partial^2 \phi}{\partial n^2} \right) \frac{\partial^2 \phi}{\partial s \partial n} \sin \theta \]

In the same way, \( D \phi / D t \) is obtained from (5) and we then get,
\[ \frac{D^2 \phi}{D t^2} = \frac{\partial \phi}{\partial s} \frac{\partial^2 \phi}{\partial s^2} + \frac{\partial \phi}{\partial n} \frac{\partial^2 \phi}{\partial n^2} + \frac{\partial \phi}{\partial s} \frac{\partial^2 \phi}{\partial s \partial n} \cos \theta + \frac{\partial \phi}{\partial s} \frac{\partial^2 \phi}{\partial s \partial n} \sin \theta \]

where \( D \phi / D t \) is the total rate of change of the surface pressure in time. After solving the Laplace problem at time \( t \), for \( \phi \) and \( \partial \phi / \partial n \), we express the boundary conditions for the \( \partial \phi / \partial \tau \) and \( \partial^2 \phi / \partial t \partial \tau \) problem. By (5)–(9) and (13) we get,
\[ \frac{\partial \phi}{\partial t} = g - k \frac{\partial \phi}{\partial n} \quad \text{on } \Gamma \]
\[ \frac{\partial^2 \phi}{\partial \tau \partial n} = 0 \quad \text{on } \Gamma \]

For the wave generation,
\[ \frac{\partial^2 \phi}{\partial \tau \partial n} = \frac{\partial^2 \phi}{\partial \tau \partial n} = \frac{\partial \phi}{\partial t} \quad \text{on } \Gamma \]

and using (1),
\[ \frac{\partial^2 \phi}{\partial \tau \partial n} = c \frac{\partial^2 \phi}{\partial \tau \partial n} \quad \text{on } \Gamma \]

For the space periodic wave train,
\[ \frac{\partial^2 \phi}{\partial \tau \partial n} (\Gamma_2(t)) = \frac{\partial^2 \phi}{\partial \tau \partial n} (\Gamma_2(t)) \]
\[ \frac{\partial \phi}{\partial \tau} (\Gamma_2(t)) = \frac{\partial \phi}{\partial \tau} (\Gamma_2(t)) = \frac{\partial \phi}{\partial \tau} (\Gamma_2(t)) + \frac{\partial^2 \phi}{\partial \tau \partial \tau} \quad \text{on } \Gamma \]

4. NUMERICAL IMPLEMENTATION

4.1. Solution of Laplace’s equation by a high order BEM

4.1.1. Principle of solution

Provided we know the initial conditions at given time, i.e., the domain \( \Omega(t) \) and the solutions to the above mentioned Laplace problems, we can update the free surface position and the free surface potential to the next time step. A first Laplace problem is defined for \( \phi \) and \( \partial \phi / \partial n \) by (1) and (5)–(9). Its solution provides the boundary conditions of a second Laplace problem for \( \partial^2 \phi / \partial \tau \partial n \) and \( \partial^2 \phi / \partial t \partial \tau \partial n \). Both Laplace problems are expressed in the same geometry \( \Omega(t) \) which makes their numerical solution very fast. In case of the absorption condition (7) the first Laplace problem can not be solved directly, because of the unknown value of \( \partial \phi / \partial n \) on \( \Gamma \) at the new time step. An iterative predictor–corrector method described in 4.3 is implemented for that purpose. Since each iteration is performed in the same domain geometry, it again makes the method very efficient.

4.1.2. Boundary Integral Equations (BIE)

We solve the Laplace problems for \( \phi \) and \( \partial \phi / \partial t \), by a Boundary Element Method (BEM) based on (2). A set of \( N_r \) collocation nodes is used to describe the variation along the boundary (Brébbia, Banerjee and Butter-
Thus we write
\[ \alpha(x_i, u(x_i)) = \int_{\Gamma_i} \left[ \frac{\partial u}{\partial n} - u \frac{\partial G}{\partial n} \right] d\Gamma + \int_{\Gamma_i} \left[ \frac{\partial u}{\partial n} - \bar{u} \frac{\partial G}{\partial n} \right] d\Gamma \]
for \( l = 1, \ldots, N_r \)
(22)
with \( u \) as the unknown field (either \( \phi \) or \( \partial \phi / \partial n \)) and \( \bar{u}, \partial \bar{u} / \partial n \)
some values prescribed by the boundary conditions.
\( G = G(x, x_i) \) is the Laplace problem Green's function
given in two dimensions by,
\[ G = \frac{-1}{2\pi} \log r \]
\[ \frac{\partial G}{\partial n} = \frac{1}{2\pi} \frac{r}{r^2} \]
r = \[ |r|, \quad r = x - x_i \]
(23)
r is the distance from the integration point \( x \) to the
collocation point \( x_i \), belonging to the boundary \( \Gamma \); \( \Gamma_i \)
is all parts of the boundary where \( \partial u / \partial n \) is imposed (Neuman condition),
and \( \Gamma_r \) all parts where \( \bar{u} \) is imposed (Dirichlet condition).
Depending on the case we get (Fig. 1):
For a wave generation problem,
\[ \Gamma_i = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \quad \Gamma_r = \Gamma_4 \]
(24)
For a space periodic wave train problem,
\[ \Gamma_i = \Gamma_1 \cup \Gamma_2 \quad \Gamma_r = \Gamma_3 \cup \Gamma_4 \]
(25)
The \( \alpha(x_i) \) coefficients are functions of the interior angle \( \theta \)
of the boundary at \( x_i \),
\[ \alpha(x_i) = \frac{\theta}{2\pi} \]
(26)
4.1.3. Discretization
To perform the integrations involved in exact equations
of the type (22) the boundary is divided into elements.
Within the \( k \)-th element \( \Gamma_k^* \) both the boundary geometry
and the field functions (\( u, \partial u / \partial n \)) are discretized using
the same high order shape functions (isoparametric elements).
The number of elements is \( M \) and there are \( m \)
nodes per element. These shape functions are analytically defined
on a simple reference element \( \Gamma \), to which the \( M \)
"physical" elements, of complex shape, are related by a
change of variable (Fig. 3).
The use of high order shape functions increases the rate
at which an approximate solution converges to the exact
solution, when reducing the normalized size \( h \) of the
discretization, i.e. the average distance between two boundary nodes. This rate is indeed proportional to \( h^m \)
for an \( m \)-node element (Nam Seo28).
The cubic splines, used by some authors (see e.g.
Liggett and Salmon21), provide a good accuracy because
they ensure the inter-element continuity of the slope. However, they have been demonstrated to be time consuming (Nam Seo28), and they require the specification of the slope at the extremities of the free surface, which is unknown in case of wave generation in the physical space.
The intrinsic coordinate on the isoparametric reference
element \( \Gamma_i \) is \( \xi \) and \( \xi \in [-1, 1] \). The variation of the fields
\( x, u, \partial u / \partial n \) over each element of \( \Gamma \) is described by their
nodal values \( x_i, U_j, \partial U_j / \partial n \) respectively, where \( j \) numbers
the nodes within each element, and by the shape functions
\( N_j(\xi) \) as,
\[ x = N_j(\xi) x_j \]
\[ u(\xi) = N_j(\xi) U_j \]
\[ \partial u(\xi) = N_j(\xi) \partial U_j / \partial n \]
j = 1, \ldots, m; \quad \text{on } \Gamma_i \]
(27)
Notice that the summation convention is used for repeated subscripts.
To determine the coefficients in the shape functions, we require that \( u(\xi) \) in (27) takes the value \( U_i \) at the nodal point \( x_i \), that is,
\[ u(\xi(x_i)) = N_j(\xi) U_j = U_i \]
We get for the \( i \)-th node of an \( m \)-node reference element,
\[ \xi_i = (2i - m - 1)/(m - 1) \]
\[ N_j(\xi_i) = \delta_{ij} \quad i, j = 1, \ldots, m; \quad \text{on } \Gamma_i \]
(28)
where \( \delta_{ij} \) is the Kronecker's symbol.
\( N_j(\xi) \) is assumed to be a polynomial which hence is of
degree \( m - 1 \) in \( \xi \). Therefore (28) gives the corresponding
polynomial coefficients. For example, in case of a cubic
reference element (\( m = 4 \)) we get,
\[ N_1(\xi) = \frac{1}{4}(1 - \xi)(9\xi^2 - 1) \]
\[ N_2(\xi) = \frac{1}{4}(1 - \xi^2)(1 - 3\xi) \]
\[ N_3(\xi) = \frac{1}{4}(1 - \xi^2)(1 + 3\xi) \]
\[ N_4(\xi) = \frac{1}{4}(1 + \xi)(9\xi^2 - 1) \]
(29)
4.1.4. Transformation of coordinates, high order s-derivatives
The change of variables from the \( k \)-th physical boundary
element of \( \Gamma \); \( \Gamma_k^* \) to the reference element \( \Gamma_i \) (Fig. 3),
is described by the Jacobian of the transformation, which by
(27) is,
\[ J_k(\xi) = \frac{\partial s(\xi)}{\partial \xi} = \left[ \left( \frac{dN_j(\xi)}{d\xi} \right) x_j \right]^{2} + \left( \frac{dN_j(\xi)}{d\xi} \right)^{2} \]
\[ j = 1, \ldots, m; \quad k = 1, \ldots, M \quad \text{on } \Gamma_i \]
(30)
In the same way, the outward normal vector is given by
(Fig. 2),
\[ n(\xi) = (-\sin \beta, \cos \beta) = \frac{1}{J_k(\xi)} \left[ -\frac{dN_j(\xi)}{d\xi} x_j, -\frac{dN_j(\xi)}{d\xi} x_j \right] \]
(31)
Using \( v \) to denote either of the variables \( \phi, \partial \phi / \partial n \) or \( \partial \phi / \partial \tau \)
and \( V_j \) to represent their nodal values, we have,
\[ \frac{\partial v}{\partial \xi} = \frac{1}{J_k(\xi)} \frac{dN_j(\xi)}{d\xi} V_j \]
\[ \frac{\partial^2 v}{\partial s^2} = \frac{1}{J_k(\xi)} \left[ \frac{d^2N_j(\xi)}{d\xi^2} \right] - \frac{1}{J_k(\xi)} \left[ \frac{dN_j(\xi)}{d\xi} \right] \left( \cos \beta x_i + \sin \beta z_i \right) V_j \]
from which the various s-derivatives in (14) and (15) can be determined.

The description (27) of the fields inside each element, only provides a continuity between the elements of the fields themselves, not their derivatives. For the evaluation of the s-derivatives (32), we use a sliding 4th order element, independent of the above described discretization. It provides a local continuity on the boundary \( \Gamma_i \) of at least the 2nd s-derivatives computed at a node \( l \) identified as its central node. After each computation, the whole element is moved forward to the node \( l+1 \). However, it will have to remain in the same place for both the three first and the three last nodes of \( \Gamma_i \) (except when a space periodic problem is considered).

### 4.1.5. Discretization of the BIE

The equation (22), discretized by (27) and (30), leads to a linear algebraic system of equations. For consistency the boundary conditions \( u_\gamma \) and \( \partial u_\gamma / \partial n \) have been discretized in the same way as \( u \) and \( \partial u / \partial n \). Here \( s \) refers to nodes on boundary section \( \Gamma_i \) (total \( N_{\Gamma_i} \) nodes) and \( p \) refers to nodes on \( \Gamma_a \) (total \( N_{\Gamma_a} \) nodes). We get,

\[
[c_{pl} + K_{sl}] U_p = K_{s pl} \frac{\partial U}{\partial n} - \frac{\partial U}{\partial n} = K_{s pl} \frac{\partial U}{\partial n} - \frac{[c_{pl} + K_{sl}] U_s}{n} \quad (33)
\]

with the following definitions (using \( j \) for \( s \) or \( p \)),

\[
K_{sl} = \sum_{k=1}^{M} \int_{\Gamma_i} N_j(\xi) \frac{\partial G(\xi, \xi, x_i)}{\partial n} J_k(\xi) d\xi = \sum_{k=1}^{M} I_{k sl}
\]

\[
K_{s pl} = \sum_{k=1}^{M} \int_{\Gamma_i} N_j(\xi) G(\xi, x_i) J_k(\xi) d\xi = \sum_{k=1}^{M} I_{k s pl}
\]

\[
f_j, l=1, \ldots, N_{\Gamma_i}; \quad s=1, \ldots, N_{\Gamma_i}
\]

\[
p=1, \ldots, N_{\Gamma_a}, \quad N_{\Gamma_a} = N_{\Gamma_i} + N_{\Gamma_a} \quad (34)
\]

\( K_{sl} \) represents integrals with \( \partial G / \partial n \) and \( K_{s pl} \) integrals with \( G \).

The term \( c_{pl} \) represents a diagonal matrix. Its diagonal \( c_{pl} \) is equivalent to the geometric coefficients \( a(x_i) \). Instead of computing the \( c_{pl} \) by a direct numerical evaluation of the angles \( \theta \) in (26), these coefficients are deduced by considering a particular Dirichlet problem where a uniform field \( u \) is applied on the whole boundary \( \Gamma \) (Brecia13). In such a case, the normal gradients \( \partial u / \partial n \) must vanish at each node. Thus by (33),

\[
[c_{pl} + K_{sl}] U_p = 0, \quad U_j = c_{ps} \neq 0 \quad (35)
\]

or by isolating the diagonal terms of (35),

\[
[c_{pl} + K_{sl}] = - \sum_{j \neq l} K_{sl}, \quad l, j = 1, \ldots, N_{\Gamma_i} \quad (6)
\]

which provides the diagonal term of a row of (35) by minus the sum of its off-diagonal terms. This method provides to be of the same nature as the method suggested by Hsiao and McGerty13, in which the conditioning of systems such as (33) was improved by introducing a correction term \( \sigma \) into a Dirichlet problem imposing the exact fulfillment of a zero-global-flux condition. The comparison of numerical results in which the \( c_{pl} \) were directly computed or deduced from (36) showed, in our case, a decrease of the system matrix condition number of more than one order of magnitude.

Finally it should be pointed out, that in (33) the only approximation is the use of shape functions to interpolate inside the \( M \) elements.

### 4.1.6. Computation of matrix terms

Due to the high order shape functions, the integrals involved in (34) can not be calculated analytically on each element. When the collocation node \( l \) does not belong to the integrated element, a standard Gauss–Legendre quadrature is used. When it does belong to the element \( r \) becomes zero at one of the nodes and special techniques are used for computing both \( I^s_{pl} \) and \( I^s_{sl} \) (Grilli11; Bruch, Grilli, Lejeune16; Grilli11).

In the intervals where \( r = 0 \), we extract the singularity by adding and subtracting \( \log |\xi - \xi_i| \). For each of the integrals,

\[
I^s_{pl} = \int_{\Gamma_i} G(\xi) f_j(\xi) d\xi, \quad f_j(\xi) = N_j(\xi) J_j(\xi)
\]

in (34), we get after some transformations,

\[
I^s_{pl} = \int_{\Gamma_i} \left[ \log \frac{2 r(\xi) (\xi)}{|\xi - \xi_i|} \right]^{\pm 1} \left[ \log \frac{2 r(\xi) (\xi)}{|\xi - \xi_i|} \right] d\xi 
\]

\[
+ \frac{1}{\pi} \int_{\Gamma_i} \left[ \xi_j(\xi) - 2 \xi_j(\xi) \right] d\xi 
\]

\[+ \frac{1}{\pi} \int_{\Gamma_i} \left[ \xi_j(\xi) + \xi_j(\xi) \right] \log \left[ \frac{1}{|\xi - \xi_i|} \right] d\xi \quad (37)
\]

with \( \xi_i \) given by (28), in the case of a \( m \)-node element, and \( \xi_i = (\xi_i + 1) / 2, \quad \xi_j = (\xi_j - \xi_i) / 2 \). In (37) one can easily show, that the first integral is not singular. Thus a Gauss–Legendre quadrature formula is used. The second is weakly singular and can be integrated by the Berthoud–Zaborowsky quadrature formula (Stroud and Secrest13), which provides the same error properties for the singular logarithmic kernel as the Gauss–Legendre formula does for non-singular integrals.

The accuracy of the computation of \( I^s_{pl} \) also needs to be improved when \( r = 0 \), although this integral is not singular. This integration is based on a change of variable, similar to the one performed by Longuet-Higgins and Cokelaer16,

\[
\mu(\xi) = \text{arctan} \left( \frac{z_1(\xi) - z_i}{x(\xi) - x_i} \right) \quad (38)
\]

coupled to an analytic integration by parts, which makes it possible to avoid any numerical s-derivative. We have, for an \( m \)-node element (Fig. 2), that,

\[
I^s_{pl} = \int_{\Gamma_i} \left[ \frac{\partial G(\xi)}{\partial n} N_j(\xi) J_j(\xi) d\xi \right]
\]

becomes,

\[
I^s_{pl} = \frac{1}{2\pi} \left[ \frac{d(\xi) N_j(\xi)}{d\xi} \right] + \frac{1}{2\pi} \int_{\Gamma_i} \left[ \frac{d(\xi) N_j(\xi)}{d\xi} \right] d\xi \quad (39)
\]

Since \( \mu \) can be singular when \( x(\xi) = x_i \), the formulae (38) and (39) are only valid for elements in which the 'element slope' (slope of a straight line from node 1 to node m) is
4.4. Updating of the lateral boundaries

For a solution in the physical space, the lateral boundaries $\Gamma_1$ and $\Gamma_2$ (Fig. 1) must be updated after each time step. In the periodic wave train problem, these boundaries remain vertical and follow the movements of the corner nodes $A$ and $B$. However, small numerical errors occur after each step. Their effect in invalidating the periodicity of the wave train is removed by using the mean value of the movements in $A$ and $B$ and similarly for $\phi$ and its derivatives with respect to $t$, $x$, and $n$. In case of the wave generation, $\Gamma_1$ follows exactly the wave mover movement, while $\Gamma_2$ is fixed in case of a reflection boundary, or moves with the particles, in case of a constant shape wave radiation.

4.5. Checks of accuracy

The global accuracy of the numerical scheme depends on the two numerical processes we isolated before, i.e., the solution of the Laplace problems at a given time, which requires the use of a spatial discretization, and the time integration which requires a temporal one. Each of these processes can be separately checked.

A global check of the accuracy of the Laplace solution is provided by the continuity error $\varepsilon_c$ relative to the initial volume $V^t$ of the domain $\Omega$.

$$\varepsilon_c = \left[ \int_{\Gamma} \frac{\partial \phi}{\partial n} d\Gamma \right] \Delta t / V^t$$

and by the condition number $k_2$ of the algebraic system (33), which is an indicator of the well-posedness of the problem boundary conditions. We have,

$$k_2 = \frac{\lambda_{\text{max}}(K_{pp}K_{ff})}{\lambda_{\text{min}}(K_{pp}K_{ff})}$$

with $K_{pp}$ the system matrix of (33), and $\lambda_{\text{max}}$, $\lambda_{\text{min}}$ maximum and minimum eigenvalues respectively.

A global check of the time stepping accuracy is provided by the volume error $\varepsilon_v$ relative to $V^t$, and by its comparison with $\varepsilon_c$. We have,

$$\varepsilon_v = \left[ \int_{\Omega} |z - V^t| / V^t \right]$$

One of the most demanding tests for the entire program, however, is to let it propagate a steep nonlinear wave of constant form determined, e.g. from a high order stream function approximation (Rieneker and Penthon*). Results of such a computation can easily be checked by calculating some characteristics of the wave whose exact value are known such as:

- the mean water level $\bar{z}$,

$$\bar{z} = \frac{1}{aL} \int_{\Gamma} z \, dx$$

and the total energy $E_T$, computed as the sum of the kinetic energy $E_K$ and potential energy $E_p$, where,

$$E_K = \frac{1}{2} \rho L \int_{\Gamma} \phi \frac{\partial \phi}{\partial n} d\Gamma$$
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\[ E_p = \frac{\rho q}{2aL} \int_{r_1} z^2 \, dx \]
\[ E_p = E_x + E_r \]  
(44)

The integrals of (43) and (44) can easily be computed by introducing the discretization (27) and (30).

5. APPLICATIONS

The model has been applied to the four different situations listed below, for which some preliminary results have already been published (Grilli, Skourup and Svendsen\(^{14}\)).

1. The propagation of a periodic wave of permanent form where we utilize the periodicity to close the physical space (creating situations equivalent to those studied by Dold and Peregrine\(^7\)).

2. The propagation of a very steep sine wave which rapidly develops into a plunging breaker (corresponding to the situations examined by Longuet-Higgins and Cokelet\(^2\)).

3. The generation of a solitary wave generated by a piston type wave maker and its run-up on a slope (as studied by several authors including Kim, Liu and Liggett\(^7\)).

4. A transient wave generated by an articulated wave maker (Lin, Newman and Yue\(^5\)).

The results from the computations are briefly described below. The purpose is to demonstrate the versatility, and the accuracy of the approach. It is worthwhile to emphasize that no smoothing procedures have been used.

5.1. Space periodic waves propagating in physical space

An initially periodic nonlinear wave is generated by using the Rienecker and Fenton\(^{10}\) method for waves of permanent form (with 24 Fourier components). The physical dimensions are a depth \(d = 10 \text{ m}\), a wave height \(H = 1 \text{ m}\), a wave period \(T = 6.14 \text{ s}\) and a wave length \(L = 50.2 \text{ m}\). This type of situation for which conformal mapping is normally used with the BIEM and which has been used in the past to study the overturning of waves. The wave conditions tested were introduced at time \(t = 0\).

A region of one wave length was analyzed, and the program let the wave propagate in time. The boundary was discretized into 30 cubic elements \((m = 4)\), with a total of 92 nodes of which 49 were placed on the free surface. The C.P.U. time was 0.38 s (IBM 3090) per computed time step.

Fig. 4 shows the computed free surface at different times of one wave period. Time steps of \(\Delta t = T/20 \approx 0.31 \text{ s}\) were used for the results in this figure.

The continuity error \(\|e\|\) and the error of \(E_p\) were less than \(2.1 \times 10^{-4}\%\) and \(2.1 \times 10^{-4}\%\) respectively, in the Laplace solution. The condition number \(k_s\) varied between 245 and 283 during one period, or 2.7 to 3.1 times \(N_p\), which is excellent. An error in total energy of 0.1% per time step develops during the time stepping. This error can be decreased by a reduction of the time step size. A time step of \(T/30\) reduces the error to approximately 8/27, and a time step of \(T/60\) reduces it further to 1/8 of that. This is consistent with the third order accuracy of the time integration.

The fluctuations of the mean water level \(z\) over one wave period are less than 0.005% of the wave height, even for \(\Delta t = T/20\), indicating the high degree of accuracy with which the program operates.

5.2. The breaking of a sinusoidal wave

Numerical experiments with the periodical version of the model also included the development of a wave with form and boundary conditions corresponding to a linear sinusoidal wave. Longuet-Higgins and Cokelet\(^2\) found that such a wave breaks very rapidly.

The physical dimensions were \(d = 60 \text{ m}\), \(H = 20 \text{ m}\), \(T = 8.40 \text{ s}\) and \(L = 110 \text{ m}\). The discretization of the boundary was the same as in the previous example, and thus the C.P.U. time per step.

Fig. 5 shows the results of the numerical experiment up to the last instant before the overturning of the wave. Time steps of \(\Delta t = T/120 = 0.07 \text{ s}\) were used for the results in this figure. The computations were continued further with smaller \(\Delta t\), and the initial stages of a plunging breaker obtained (Fig. 6).

In this application, \(k_s\) increased from approximately 3.3 times \(N_p\) in the beginning of the computation, to 4 times that value when the wave started overturning, which is still satisfactory since all the computations are performed in double precision.
5.3. A solitary wave propagation study

Solitary waves have been studied by many authors using various methods. Their reflection on vertical walls or run-up on slopes have also been investigated and used for comparisons. In the present study, a steep solitary wave is generated by using a vertical piston type wave maker, whose movement is determined from a first order solitary wave theory (Goring). The physical dimensions were $d = 10$ m for a computational region 200 m long. The boundary was discretized into 38 quadratic elements ($n = 3$), with a total of 80 nodes of which 41 were placed on the free surface. Time steps of 0.2 s were used. The C.P.U. time was 0.58 s (IBM 3090) per computed time step. In that time, 61% corresponded to the computation of the BEM matrix (34), 12% to the solving of (33) for the two Laplace problems, 2% to the time updating of the domain to the next step, and 25% to postprocessing, printing and saving for plotting purpose.

For a solitary wave predicted by the first order theory to be 0.2 times the water depth, Fig. 7 shows a comparison of the generated wave with the analytical profile after propagation over 10 water depths ($T = 18.4$ s). The agreement between them is excellent (the generated solitary wave is 0.2005 times the depth). In Fig. 8, the wave is reflected on a vertical wall modelled at $x = 200$ m. Two other run-up problems have been studied. Fig. 9 shows for the last 100 m of the computation domain, stages of the run-down of the solitary wave, after its run-up on a 45 degree slope (the wave moves from up to down in this figure), and Fig. 10 shows the last 30 m of the run-up on a 15 degree slope.

In those problems the errors $|e_0|$ and $|e_1|$ go up to $9.10^{-6}$% and 0.01%, respectively, over the first 12 seconds. After that, however, they go down to less than $3.10^{-6}$% and 0.001%, respectively. This is presumably due to small inaccuracies introduced by the piston movement which vanish when the piston stops moving (at $T = 12$ s). The fairly low value of $k_0$, less than 13 times $N_1$, in all the computations, shows the well-posedness of the problem boundary conditions, especially in the corner double nodes.

The results can be compared with data available in the literature. Our vertical run-up (4.25 m at $T = 27.3$ s) is in
Fig. 10. Solitary wave ($H/d = 0.2$, $d = 10 \text{ m}$, $dt = 0.20 \text{ s}$). Run-up (15 deg.), 23 to 32 s, each 1 s.

Fig. 11. Solitary wave ($H/d = 0.2$, $d = 10 \text{ m}$, $dt = 0.2 \text{ s}$). Radiation, 18 to 32 s, each 1 s.

complete agreement with Nakayama's numerical results and with experimental results. Our 45 degree run-up (4.89 m at $t = 28.8 \text{ s}$) is slightly less than the one computed by Kim et al. (5.04 m), and the same applies to our run-up on a 15 degree slope (7.54 at $t = 32.6 \text{ s}$ instead of 7.66 m). In the Kim et al. study, however, the time development of the run-up is performed in a manner which, for small steepness of the slope may influence the accuracy of the solution substantially while in our model, we follow the particle motion exactly. Thus, we believe that our results may be more accurate.

Finally, a radiation problem has been studied by imposing on the right vertical boundary of the domain, the radiation condition (7), which should be satisfied exactly for a wave of constant shape (Fig. 11). The wave stays almost unperturbed and propagates out of the domain as it should without ‘feeling’ the boundary. The procedure works well, up to 32.0 s, when the wave is almost out of the domain, with a residual elevation of less than 15% of its amplitude. After that, the solution starts to oscillate, presumably due to difficulties with the moving vertical boundary. In this computation, a maximum of 8 iterations were used in the radiation boundary condition. However that only increased the C.P.U. time per step by 15%.

5.4. Transient wave generated by a wave maker

Generation of a periodic wave from a state of rest creates a transient problem, which has been studied by Lin, Newman and Yue and Dommernuth and Yue.

Fig. 12 shows results for the case examined with $d = 50 \text{ m}$, a computation region 700 m long and a wave period $T = 8.4 \text{ s}$. The paddle wave maker was hinged at the bottom and oscillated sinusoidally in time with a maximum velocity of 2.0 m/s at the mean water surface. Thirty-three time steps were used per wave period for the wave which eventually became 7.1 m high and had a steepness of 6.5%. The boundary was discretized into 59 quadratic elements, with a total of 122 nodes, of which 71 were placed on the surface (approximately 13 per wave length).

The situation in Fig. 12 was obtained after 35 s which is almost as far as we have carried out the computation. It only shows the first 500 m of the computation region. Fig. 13 shows a blow-up of the first 200 m of the same wave motion.

Fig. 12. Periodic wave ($d = 50 \text{ m}$, $T = 8.4 \text{ s}$, $dt = T/33 \text{ s}$). Time: 35.00 s.

Fig. 13. Periodic wave ($d = 50 \text{ m}$, $T = 8.4 \text{ s}$, $dt = T/33 \text{ s}$). Time: 35.00 s.
From the computational results, however, it is evident that the radiation condition (7) does not work satisfactorily on the transient front of the waves.

6. CONCLUDING REMARKS

The computation examples presented here suggest that with sufficient accuracy in each of the steps, the Boundary Element Method may also be applied to more general wave problems than the development of space period waves for which is has proved to be so effective. Substantial amounts of development, however, are particularly needed for the absorption or radiation of the waves generated.
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