Numerical modeling of tsunami waves generated by the flank collapse of the Cumbre Vieja Volcano (La Palma, Canary Islands): Tsunami source and near field effects
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[1] In this work, we study waves generated by the potential collapse of the west flank of the Cumbre Vieja Volcano (CVV; La Palma, Canary Island, Spain) through numerical simulations performed in two stages: (i) the initial slide motion and resulting free surface elevation are first calculated using a 3D Navier-Stokes model; (ii) generated waves are then input into a 2D (horizontal) Boussinesq model to further simulate propagation to the nearby islands. Unlike in earlier work on CVV, besides a similar extreme slide volume scenario of 450 km3, in our simulations: (i) we consider several slide scenarios featuring different volumes (i.e., 20, 40, 80 km3), which partly result from a geotechnical slope stability analysis; (ii) we use a more accurate bathymetry; and (iii) an incompressible version of a multiple-fluid/material Navier-Stokes model. We find wave trains for each scenario share common features in terms of wave directivity, frequency, and time evolution, but maximum elevations near CVV significantly differ, ranging from 600 to 1200 m (for increasing slide volume). Additionally, our computations show that significant energy transfer from slide to waves only lasts for a short duration (order 200 s), which justifies concentrating our best modeling efforts on the early slide motion phase. The anticipated consequences of such wave trains on La Palma and other Canary Islands are assessed in detail in the paper.


1. Introduction

[2] Large landslides are inherent to the volcanic building process as material continuously accumulates until the point of slope failure [Holcomb and Searle, 1991]. Debris avalanche deposits were for instance found in Hawaii [Moore et al., 1989; Robinson and Eakins, 2006] or at La Réunion Island [Cochonat et al., 1990; Oehler et al., 2004]. There are also clear geological evidences of past large paleo-submarine landslides of O(100 km3) volume, around the Canary Islands (Spain). Masson et al. [2002] identified at least 14 large landslides, which have occurred on the flanks of the youngest Canary Islands (i.e., El Hierro, La Palma, and Tenerife) in the last one million years, with the youngest one, at El Hierro, being only 15,000 years old. Such potentially catastrophic events may occur in average every 100,000 years in the Canary Archipelago. However, as risk assessment depends upon the product of the probability of occurrence of a given event (e.g., a large landslide and the consequent tsunami) by that of its consequences (e.g., the impact of a large tsunami on the coast), low probability does not necessarily mean low risk. Hence, for proper tsunami impact assessment, the consequences associated with such catastrophic events must be carefully estimated and modeled.

[3] Owing to the large volumes involved, debris avalanches on volcanic islands have the potential for generating very large and energetic waves. For instance, the tsunami triggered during the Shimabara flank collapse in 1792, which caused a debris flow of about 0.5 km3 [Inoue, 1999], killed at least 4,000 peoples. More recently, tsunamis generated by two consecutive small landslides of O(106 m3) (the first being underwater and the second subaerial), during the Stromboli eruption of December 2002 [Tinti et al., 2005], produced local runup values of up to 10 m, without causing any fatalities. Debris avalanches, orders of magnitude larger than these (i.e., up to hundreds of km3), such as those identified in Hawaii or in the Canary Islands, have the potential for generating vastly more destructive waves (i.e., “mega-tsunami”) [e.g., Ward and Day, 2001]. While research is still ongoing as of the probability for such large events and associated...
Far-field propagation and coastal impact of generated tsunami waves (e.g., on the U.S. East Coast) will be detailed in a follow-up paper. This island and more specifically the CVV has been the object of several studies in the past ten years. Ward and Day [2001] first brought attention to this potential event and proposed an extreme scenario for the western flank collapse, involving a volume of about 500 km$^3$. Their simulations resulted in extremely large local waves, which in the far-field still reached up to a 20 m elevation off the U.S. East coast (particularly in Florida). Both this catastrophic landslide scenario and the wave model used in the work were severely criticized in later work [Mader, 2001; Pararas-Carayannis, 2002]. Other authors more recently revisited this event, for the same or different slide scenarios, using more accurate models of both landslide and wave generation/propagation [Pérignon, 2006; Grilli et al., 2006; Lovholt et al., 2008; Zhou et al., 2011].

Ten years after Ward and Day’s [2001] pioneering work, geological scenarios and landslide rupture mechanisms for a CVV flank collapse are still the subject of debate. In the interim, however, significant progress has been made in landslide tsunami simulations, using new advanced computational models. These make it possible to more realistically simulate wave generation by large subaerial (or submarine) mass failures (SMF), once a rupture mechanism is selected. These SMF models have different levels of complexity and accuracy, depending on which equations are solved. In most models to date, slide motion is prescribed as a moving boundary condition (both shape and kinematics) in a flow solver, which itself may be based on various assumptions, e.g., Shallow Water Wave theory [Harbitz, 1992], Fully Non Linear Potential Flow [Grilli and Watts, 1999, 2005; Grilli et al., 2002], Boussinesq [Lynett and Liu, 2003; Fuhrman and Madsen, 2009; Zhou and Teng, 2010], or full Navier-Stokes [Liu et al., 2005; Montagna et al., 2011] equations. However, while this methodology is adequate for simple laboratory slide benchmarks that use rigid blocks, it is difficult to apply or at least very inaccurate in natural deforming subaerial slide case studies. In these, indeed, slide motion is impossible to a priori infer, owing to
the complex 3D bathymetry, slide geometry/rheology, and slide/free surface interactions. To this effect, more advanced models must be used, which simulate slide and water flow in a coupled way, and can feature various constitutive laws for the slide phase, allowing to simulate the range of deforming to rigid slides. In such models, again, the accuracy (and related model cost) depends on the set of equations used to describe both water and slide phases. Jiang and Leblond [1992, 1993] first proposed such a coupled SMF model, in which (fluid-like) slide and water flows were based on long wave theory, the slide flow being assumed laminar with a parabolic velocity profile a priori imposed. More recently, Kelfoun and Druitt [2005] proposed a depth-averaged granular flow model to simulate rock avalanches, for which friction parameters were tuned to reproduce a well-studied historical case study. Later, Kelfoun et al. [2010] and Giachetti et al. [2011] coupled this model to a shallow water flow model, to simulate tsunamis generated by large debris avalanches. Similarly, Cecioni and Bellotti [2010] included a source term in a Mild-Slope Equation model, to simulate landslide tsunami generation, and validated it using experiments for a subaerial slide along the flank of a conical island (modeling the Stromboli volcano).

[6] Strong free surface deformations, with flow separation, large vertical accelerations, and non-hydrostatic pressures, are expected to occur when subaerial or even partially submerged debris avalanches are entering or interacting with water. These phenomena may significantly affect the energy transfer from slide to water flows, and eventually to tsunami waves. Three-dimensional (3D) Navier-Stokes (NS) models, although they are much more computationally intensive than shallow water wave models, can account for multiple fluids (air, water) and materials (rock slide) and, hence, may be the only viable approach to accurately simulate the complex flow processes during initial slide motion, when strong interactions occur with both the water and the free surface flows. Along this line, Weiss et al. [2009] modeled the 1958 Lituya Bay slide and tsunami, as a fluid like-granular flow (using experimental information regarding slide processes), in a 2D-NS model. Gisler et al. [2006] (see also Lovholt et al. [2008]) used a 3D multimaterial compressible NS model, to re-analyze wave generation for Ward and Day’s [2001] original idealized CVV slide scenario. This NS solution was then used in Lovholt et al. [2008] to initialize a Boussinesq long wave model (BM) and simulate the tsunami transoceanic propagation stages. As expected from other landslide tsunami work [e.g., Grilli and Watts, 2005; Montagna et al., 2011], Lovholt et al.’s [2008] results confirmed that dispersive effects are important for a realistic description of far field tsunami impact. Landslide tsunamis, indeed, feature relatively shorter wavelengths, as compared to co-seismic tsunamis [e.g., Watts et al., 2003; Grilli and Watts, 2005; Enet and Grilli, 2007; Tappin et al., 2008], and hence yield more dispersive wave trains, in which wave celerity varies, leading to wave-wave interactions during propagation. This justified using a BM, rather than a more standard non-dispersive long wave model, as was suggested earlier for landslide tsunami modeling [e.g., Watts et al., 2003; Lynett and Liu, 2003]. Even though less catastrophic than Ward and Day’s [2001], Lovholt et al.’s [2008] simulations still predicted very significant wave elevations off the U.S. East coast.

[7] In this work, we report on the application of an incompressible multifluid 3D Volume Of Fluid (VOF) Navier-Stokes (NS) model (referred to as THETIS) to studying potential tsunamis caused by various scenario of CVV flank collapse. While in this model slides can be deforming with fairly arbitrary rheology, Abadie et al. [2010] accurately reproduced the complex coupling between rigid block motion (either subaerial or landslide) and free surface deformation, for a series of laboratory benchmarks, by simulating rigid landslides using a penalty method. In the present paper, the same model is used to study CVV wave generation, but instead of a rigid block motion, a deformable slide is considered. Once waves have propagated away from La Palma, to organize as a radially propagating wave train, with a few leading lower waves, THETIS’ outputs are used to initialize a fully nonlinear and dispersive Boussinesq long wave model (FUNWAVE-TVD) [Shi et al., 2012], which is then used to further propagate the tsunami (Figure 1b). Because SMF tsunamis are made of relatively shorter waves, it is necessary to use a long wave propagation model that simulates dispersive effects and considering the strong non-linearity of generated waves, one that also includes full nonlinear effects, such as FUNWAVE-TVD [e.g., Grilli and Watts, 2005; Watts et al., 2003, 2005; Enet and Grilli, 2007]. This work is intended first to revisit and possibly confirm Gisler et al.’s [2006] and Lovholt et al.’s [2008] simulations of CVV landslide tsunami generation and propagation processes, using different (and perhaps more comprehensive) models of tsunami generation and propagation, and a higher resolution bathymetry and topography. It is also aimed at providing new or more detailed physical insight into slide-wave interaction processes during the wave generation and propagation phases, and to yield a more comprehensive tsunami impact assessment, by simulating several slide scenarios, based on new slope stability analysis of the CVV flank (R. Fabre et al., Potential collapse of the Cumbre Vieja volcanic edifice (La Palma Island, Spain): Numerical investigation of the failure mode and potential volume, submitted to Engineering Geology, 2012). The focus of this paper is on wave generation by the CVV collapse, and on near-field tsunami impact on the surrounding Canary Islands. For this reason, owing to the small latitude-longitude extension of the computational grids, the Cartesian implementation of FUNWAVE-TVD is used, with small distance corrections to account for earth sphericity. A follow-up paper will concentrate on far-field propagation and impact of the CVV tsunami, in which the spherical implementation of FUNWAVE-TVD will be used.

2. Slide Scenarios

[8] Slope stability studies along the western flank of the CVV were performed as part of the European research project TRANSFER [Abadie et al., 2008; R. Fabre et al., submitted manuscript, 2012]. The 2D geometrical model (in a vertical plane), for a potential CVV flank collapse and the location of the failure surface were inferred from field data, laboratory tests, and slope stability analyses performed using two different numerical models based on a Mohr-Coulomb failure criterion. By gradually decreasing material property values (thus mimicking hydrothermal alteration), the potential failure surface was identified. A global shear zone, more
or less parallel to the topography and dipping 24° westward, was found based on glacial plastic indicators and areas of maximum shear strain. Identification of a 2D slide cross-section finally allowed determining slide volume from field data (width and length of semi-elliptical shape). Following this approach, R. Fabre et al. (submitted manuscript, 2012) estimated potential CVV landslide volumes ranging between 38 and 68 km³, depending on the hypotheses made to assess the lateral extent of any given failure. These values, which are much smaller than that proposed by Ward and Day [2001] (i.e., 500 km³) or used in Gisler et al. [2006] and Løvholt et al. [2008], appear to be more reasonable, in view of the size of deep water deposits identified at the toe of the volcano, as possibly corresponding to its last massive flank collapse (about 300,000 years ago). These values will be used in the present studies, but the ~500 km³ extreme scenario will still be simulated to compare with Løvholt et al.’s [2008] results. Note, however, that the high safety factors found in Fabre et al.’s (submitted manuscript, 2012) slope stability analyses indicate that the CVV western flank is rather stable under present conditions. Large seismicity and/or a volcanic eruption, however, could nevertheless provide additional destabilizing forces, not included in the latter analyses, that could trigger a slide.

3. Landslide Tsunami Generation

3.1. Landslide Tsunami Generation Model: THETIS

[9] THETIS is a general purpose multifluid NS solver, developed over more than 15 years by the TREFLE CNRS laboratory, at the University of Bordeaux I, France. It is a multipurpose CFD code, freely available to researchers (http://thetis.enscbp.fr). In this section, we give a summary of the application of THETIS to landslide tsunami modeling. More details in this respect, as well as a thorough validation of THETIS for 2D and 3D rigid slide cases, can be found in Abadie et al. [2010]. An application of THETIS to wave generation by deformable slides is presented in Morichon and Abadie [2010]. Simulations of plunging breaking waves using THETIS were reported in Abadie et al. [1998] and Lubin et al. [2006].

[10] THETIS solves the incompressible, Large Eddy Simulation (LES), filtered NS equations for water, air, and the slide, considered in this study as a Newtonian fluid, but this is not a limitation as non-Newtonian laws (i.e., Herschel-Bulkley generalized model) can also be used. In the present work, subgrid turbulent dissipation is modeled using a mixed scale subgrid model [Lubin et al., 2006]. THETIS may be referred to as a “one fluid model” since there is no mixing between fluids and only one velocity is defined at each grid cell (by contrast with the two velocities that are for instance defined at the same point for actual two-phase flow models). Thus, at all times, the computational domain is assumed to be filled with one “equivalent” fluid, whose physical properties (namely density and viscosity) vary with space. The governing equations (i.e., conservation of mass and momentum) are discretized using the finite volume method, on a fixed staggered mesh, which may be Cartesian, cylindrical, or curvilinear. These governing equations are exact, except for interfacial grid cells, where momentum fluxes are only approximated, due to the presence of several fluids. All fluid-fluid interfaces are tracked using the VOF method [Hirt and Nichols, 1981]. Hence, at every time step the volume fraction of each constituent is known in each grid cell. In locations where interfaces cross grid cells, the fluids’ equivalent density and viscosity are simply calculated using a linear interpolation, based on fluid volume fractions. NS equations are solved using a two-step projection method [Goda, 1979], in which time step is calculated at each iteration, such that the maximum mesh Courant number is less than 0.5. Once the velocity field is known, fluid volume fractions can be advected using two different methods: (i) the second order Piecewise Linear Interface Construction (PLIC) VOF method [Youngs, 1982]; (ii) the explicit Total Variation Decreasing (TVD) Lax-Wendroff scheme of LeVeque [1992]. Details of the latter numerical scheme and of its physical validation can be found in Vincent and Caltagirone [1999]. The first method keeps interfaces discontinuous, as the advection is based on a geometrical Lagrangian calculation. While accurate, the PLIC algorithm may lead to difficulties or even divergence in the NS solver, when fluid droplets smaller than the grid cell size are generated by the flow. Hence, PLIC was not selected in the present study and advection was based on TVD-VOF. In the latter method, a Lax Wendroff scheme is used to directly solve the purely advective equations governing interface evolutions. In this case, numerical diffusion is expected to occur and slightly smear the interfaces during their propagation. However, Lubin et al. [2006] showed that such numerical diffusion is limited to about three grid cells when using a TVD scheme, and that an accuracy comparable to that of the PLIC method may be achieved for the case of solitary wave propagation. Obviously, one may lose some details of the fine interface deformation occurring during violent flows, that cause strong interface deformation, but we consider that such details are of secondary importance, as compared to salient wave generation processes. Finally, note that THETIS has a fully parallelized version based on the Message Passing Interface library. However, in this paper, as some stability problems remained in the cylindrical parallel model, 3D cylindrical computations were still run in sequential mode. For these computations, a BiCGstab iterative solver [van der Vorst, 1992], associated to an ILU preconditioner, was used to solve the linear systems.

3.2. Tsunami Generation Model Set-Up

[11] For the tsunami source calculation, bathymetry around La Palma island was obtained by digitizing marine charts, that were created by Masson et al. [2002] based on multibeam surveys carried out in 1997. Errors on horizontal distance made during the digitalization process have been estimated to be in the range ±500 m, which would give a global resolution of about 1 km, to be compared to the 2 min resolution (~3,700 m) of ETOPO-2 data previously used in Løvholt et al. [2008]. In the model, solid boundaries (bathymetry and topography) are represented as porous media (with zero porosity).

[12] Based on the slope stability analysis results of R. Fabre et al. (submitted manuscript, 2012), four slide scenarios were considered in this study, with initial slide volumes of: 40 km³ and 80 km³, consistent with volumes estimated by Fabre et al.; a 20 km³ lower case scenario; and a 450 km³ extreme case similar to the scenario studied by Ward and Day [2001], Gisler et al. [2006], and Løvholt et al.
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Figure 2. Initial conditions for THETIS 2D simulations with locations of numerical gages G1, G2, and G3.

[2008]. Except for the 450 km³ case, the slide initial geometry was obtained by taking the intersection between an ellipsoidal rupture surface and the digital terrain model. For the first 3 scenarios, the ellipsoid major semi-axis \( a \) is directed North–South, with the two other axes inclined at 17° with respect to the horizontal (minor semi-axis \( b \)) and vertical (semi-axis \( c \)) directions, respectively, to follow the inclination of the volcano slope. The slide center of mass is located 500 m above sea level, 2.5 km West, and 12 km North of La Palma’s southern cape. Specifically, the ellipsoid semi-axis lengths were for the: (i) 80 km³ case, \( a = 8 \) km, \( b = 4.5 \) km and \( c = 900 \) m; and (ii) 40 km³ case, \( a = 7.5 \) km, \( b = 4 \) km and \( c = 600 \) m. For the smaller 20 km³ case, a factor 0.70 (obtained by a trial-error procedure) was applied to each axis length, with regards to the 40 km³ case. Finally, for the geometry of the 450 km³ case, the same procedure as detailed in Lovholt et al. [2008] was followed. Before performing the more demanding 3D simulations, 2D simulations were first performed in a cross-shore section, that included the 3D ellipsoid center of mass, to more easily study slide processes and select adequate values of numerical parameters (such as grid size) in the model. In this case, the 2D slide rupture surface was defined as the intersection between the 3D slide in the 80 km³ case and the corresponding 2D cross-shore section, yielding a slide with 8 km length, 900 m thickness, and a 8 km² cross section (Figure 2).

[13] Debris avalanches may occur as mixtures of rocks, sediment, water and air; the proportion and distribution of rocks may evolve with time, depending on collision events, local shear, etc. In landslide numerical models, one usually represents these complex processes by an equivalent (heavier) fluid, governed by simple or more complicated constitutive laws [e.g., Quecedo et al. 2004]. For practical applications, though, the parameters of the model may be tuned to fit real case observations [e.g., Hungr, 1995], usually by taking the run-out distribution as a reference [e.g., Kelfoun and Druitt, 2005]. Such an advanced methodology may not be necessary to simulate landslide tsunami generation, for which the majority of wave generation occurs at a fairly early stage of slide motion [e.g., Grilli and Watts, 2005], as we shall see later in the CVV study; hence, the subsequent deeper slide dynamics may be less critical to accurately capture in the model. Building a model dedicated to simulating a rock avalanche entering the water would be a challenging task and so far there has not been, to our knowledge, any attempt to do so in the literature. In the present study (following also Gisler et al. [2006]), we used the simpler standard approach, in which the CVV slide is considered as an inviscid fluid, with a 2,500 kg/m³ constant density (i.e., corresponding to basalt). Therefore, in this approach, we do not model basal friction, nor resistance to internal deformation, which should yield more energetic and dynamic slides, likely to generate worst case scenario tsunamis. Results have been reported that support this assumption, indicating that large rock slides have typically large run-out distances, which are incompatible with large friction values (basal or internal) [e.g., Legros, 2002]. However, this only applies to the average friction values. Actually, little is known about the basal shear stress behavior and more generally about slide acceleration in the first stage of motion, during which the energy transfer to waves is maximum. Finally, note that internal stresses also control to some extent slide deformability when entering water and later in the sliding process, and hence influence energy transfer rates from slide to free surface waves. There is, however, at this time not enough insight and data in this respect to justify using a more accurate or comprehensive slide constitutive model than the simple proposed inviscid flow model (see for instance the conclusions of Quecedo et al. [2004] in this respect). In closing, performing sensitivity analyses of slide kinematics and tsunami generation to slide basal and internal friction will be left out for further investigations.

3.3. CVV Tsunami Generation: 2D Studies

[14] Owing to the typically large size of the tsunami generation area, co-seismic tsunami wave trains generally feature leading long waves (i.e., whose wavelength is on the order of twenty times the local depth or more), with relatively small height (up to one meter in deep water [e.g., Ioualalen et al., 2007]). By contrast, landslide tsunami wave trains such as generated here, generally feature shorter waves, in which frequency dispersion effects may become important [e.g., Grilli and Watts, 2005]. This requires using finer resolution grids for their accurate modeling. Accordingly, the objectives of this preliminary 2D study were to: (i) more easily identify an optimal model grid for the more demanding 3D simulations; (ii) investigate wave and slide processes in a relatively simple configuration, yielding less demanding computations. Figure 2 shows a sketch of the computational domain and initial slide used to simulate a 2D CVV flank collapse case in THETIS. The computational domain is 150 km long and 8 km deep. Time series of free surface elevation will be calculated and analyzed at three offshore locations marked on Figure 2.

[15] As NS simulations are computationally demanding, the 3D mesh must be carefully defined to ensure sufficient
accuracy and convergence, for the smallest possible grid size. Such grid selection thus requires several trial and error simulations to be run, which are more easily carried out in 2D. The choice of a mesh that is able to correctly reproduce landslide tsunami generation processes is not straightforward. This is mainly due to the fact that, after generation, waves and landslide do not follow the same trajectories and, especially in 3D, the wavefield spatial extent rapidly grows with time. As a first stage (not detailed here), we limited 2D simulations to the immediate generation area, yielding a computational domain that only extended to 30 km offshore [Abadie et al., 2011]. Several meshes were considered (all square, with $\Delta x = \Delta z$), with grid steps ranging from 250 to 40 m. In this first stage, wave elevations in 2D results reached a large maximum of about 1,000 m at gage G1, in part due to the reduced spatial energy spreading in 2D, as compared to 3D. Main tsunami wave features did not show much dependency on grid step, indicating that convergence, in terms of free surface elevation, is quite easily achieved, at least in the generation area [Abadie et al., 2011]. In a second stage, presented here, we simulated wave propagation in the larger domain, extending to 150 km offshore, shown in Figure 2. Our reference solution is calculated using a constant grid step with $\Delta x = 100$ m, and an irregular mesh in the vertical z direction (starting with $\Delta z_{\min} = 10$ m at the free surface; 120 mesh points are used in the vertical z direction and 1,500 in the horizontal x direction. Time series of wave elevation computed at gages G1, G2 and G3 in this finer mesh are plotted as solid lines in Figure 3; the dispersive nature of the generated wave train is apparent on Figure 3. Such a high resolution grid, however, is too fine to be used in full 3D computations. Hence, we will attempt to reproduce the finer grid solution using a coarser irregular 2D grid, defined as an exponentially growing grid, featuring 300 mesh points in the horizontal x direction and starting at the rightward boundary with a minimum step $\Delta x_{\min} = 200$ m. In the z direction, the grid is reduced to 80 irregular mesh points (to limit computational time in the corresponding 3D simulations), with a minimum step of $\Delta z = 10$ m at the free surface. This discretization ensures a minimum resolution of the highest waves ($\sim 1300$ m high) of about 100 m at the crest (or trough), while the best resolution of 10 m is specified in the mesh region where waves are propagating the most frequently (i.e., around the seawater level). Figure 3 shows, in dashed lines, the surface elevations computed at the three gages in this reduced mesh. Although differences occur with the finer mesh results, these are quite small ($\sim 1\%$ on propagation time and $\sim 8\%$ on first wave height at both gages G2 and G3), indicating that this relatively coarser mesh is adequate to achieve sufficient convergence and result accuracy in 3D computations. [16] Even though, for the considered CVV event, generated waves are very high near the source, the relatively low grid resolution in the z direction will affect model results. For instance, with $\Delta z_{\min} = 10$ m, one would expect results’ accuracy to be at best about 2 or 3 times this value (i.e., 20–30 m) assuming 3 grid cells are required to resolve a wave. To verify this statement, Abadie et al. [2011] performed 2D simulations of linear intermediate depth waves, in a periodic domain in the x direction. Free surface elevation and water velocities were specified as initial conditions, based on linear wave theory, and wave amplitudes larger and lower than the vertical grid resolution were simulated over 5 wave periods. Results showed that waves are adequately resolved at least over this time frame even when their amplitude is lower than the model resolution (twice lower was the minimum value tested in this case).
Figure 4 shows a time sequence of density contours computed at four time steps, using mesh 1 of Figure 3, with a constant $D_x = 100$ m. Initial conditions correspond to those in Figure 2. We see, the slide flows under the water, as a thin fluid sheet with a bulbous shape front. Several major water waves are generated and propagate (Figures 4b-4d; see also Figure 3b), with the first wave being the highest. Results in Figure 4 also show that a small fraction of the slide material stays trapped at the basis of the elliptical cavity; this will not be the case for 3D simulations. The evolution of the velocity of the slide material (fluid) is plotted in Figure 5a. The maximum mean slide velocity occurs 50 s into the sliding process, at about 80 m/s, while the maximum slide velocity, which occurs within the front half of the slide (leftward in Figure 4), is reached around 100 s after a longer acceleration phase, at about 150 m/s. This value is to be compared to the 190 m/s reported in Gisler et al.’s [2006] 2D simulations for a larger slide cross-sectional area of about 12 km$^2$. Then the slide maximum velocity progressively decreases and levels up at a significant magnitude of 100 m/s. Velocity is significantly non-uniform within the slide fraction, as indicated by the significantly lower value of the mean velocity. The slide local Froude number (i.e., $v_{slide \ front}/\sqrt{gh_{loc}}$) time evolution is plotted in Figure 5b. The Froude number is supercritical (>1) up to about 170 s, which is the time the highest free surface elevation is reached (see Figure 5c), and then becomes subcritical after this time. For such Froude number values, which stay around 1 for a long time, the wave generation process is very efficient and, as a consequence, the maximum free surface elevation can be very large (Figure 5c). Here, this maximum value reaches about 1,300 m, which was also the value found in Gisler et al. [2006], but for a larger and faster slide. Finally, we calculated (Figure 5d) the time evolution of kinetic and potential energy for the outward propagating generated waves. We have integrated orbital wave velocities and free surface elevation from the slide tip up to the offshore limit in our computational domain. Results show that the wave mechanical energy quickly increases up to $t = 200$ s. For later times, the average rate of energy transfer from slide to waves decreases by a factor of 10. Although the slide is still very energetic, the increasing depth drastically diminishes the tsunamigenic potential of the slide. The generation process can be considered to only last for the first 200 s and, therefore, accurate slide modeling may be of importance only for this short time interval. The asymptotic value reached in this calculation represents 30–40% of the slide energy loss at this time. Note that Gisler [2008] reported energy transfer values between slide and water of 15–18%, for large shallow submarine slides, and Fritz et al. [2004] reported energy conversion rates of 4 to 50% in their subaerial granular slide experiments, taking slide kinetic energy as a reference. In our 2D simulations, from $t = 200$ s onward, kinetic and potential wave energy appear equally partitioned, as would be expected from standard long wave theory. The 2D wave and slide flows are depicted in greater detail in Figure 6, at $t = 396$ s (i.e., when the majority of wave generation has occurred). Two clearly distinct water flow patterns appear, on either side of the slide bulb tip. Downstream of the slide tip, long water waves propagate from right to left in quiescent water (see also Figure 4d), while upstream shorter water waves propagate on top of a fairly strong rightward return current (~20 m/s velocity), which affects the whole water column, from the slide tip to the initial slide cavity. Other results would show that the separation streamline between these two flow patterns moves with slide velocity, and these flow patterns persist until the end of the simulation (~1,300 s). The return current is generated as a result of the slide mass input into the
undisturbed water body, which it balances, allowing water to fill the gap left upstream by the slide. As in Gisler et al. [2006] and Løvholt et al. [2008], we also note in Figure 6 the occurrence of multiple vortices at the interface between slide and water. The largest vortices located at the slide head are related to the slide motion itself, while we attribute the secondary smaller vortices behind the slide tip to Kelvin-Helmholtz (shear) instabilities.

As landslide scenarios have a large intrinsic uncertainty, it is of interest to investigate the sensitivity of wave generation results to a change in slide parameters, given an initial slide shape. Thus, for the same 2D simulation set-up as used so far (shown in Figure 2), we varied slide density, viscosity, and center of mass vertical position, and studied these parameters' influence on: (i) maximum elevation of the first leading wave generated; and (ii) wave energy. Figure 7 (left) shows the maximum computed wave elevation, as a function of slide density; in the range considered in this study, which covers usual rocky slide density values, maximum wave height doesn't show much dependency on slide density. With a density increase of 500 kg/m\(^3\) with respect to the density of basalt (i.e., \(\sim 2,500\) kg/m\(^3\)), maximum wave height only increases by 2.5%, while a decrease by the same amount, causes maximum wave height to decrease by 10%.

By contrast, given a slide density value (i.e., 2,500 kg/m\(^3\)), Figure 7 (right) shows that a variation in the slide center of mass vertical position \(Z_G\) has a major influence on maximum free surface elevation; this could have been expected since the initial slide potential energy is proportional to \(Z_G\). Results, in Figure 7 (right) were obtained by progressively shifting slide position, following the bathymetric contours, in order to change the slide center of mass altitude, while keeping slide inclination, volume, and thickness constant [note that length was sometimes slightly adjusted in order to meet the preceding constraints]. In the main 2D case considered here (i.e., Figure 4), the slide initial submergence (i.e., vertical distance from free surface to slide center of mass positively counted when directed upwards) is \(\delta = 0.05\ h\), where \(h = 4,045\) m is the offshore water depth. With this value, the maximum wave height is about 1,300 m as mentioned previously, and we find that wave height increases at the (high) rate of 1 m per meter of slide submergence. Note that a similar linear dependency was also reported by Watts [2000] and Fine et al. [2003] in the case of rigid slides. For larger submergence values, the maximum wave height does not show much dependency on slide submergence.
wave height might reach an asymptotic value, but this conclusion has still to be supported by further work. Thus, in the CVV case, slide initial submergence appears to be a critical parameter for the magnitude of the generated tsunami. We shall see in the next section on 3D simulations, as reported in many earlier studies [e.g., Fritz et al., 2004; Grilli and Watts, 2005; Watts et al., 2005], that slide volume is equally important.

[20] Similar to the study of free surface elevation, we investigated next the gradual transfer of slide energy to wave energy (detailed results are not presented here). Asymptotically, wave energy shows a linear dependency to both slide density and center of mass elevation. Finally, the influence of slide viscosity on generated waves was quantified. To do so, we defined the slide Reynolds number, $Re_s = \frac{V_s \rho}{\eta}$, where $V_s$ is the maximum slide velocity reached over the
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**Figure 6.** Same case as Figure 4. Detailed velocity field at every other grid around the slide tip at $t = 396$ s, showing the strong current generated in water by the slide displacement and several vortices at the slide/water interface. Maximum velocities in water are on the order of 100 ms$^{-1}$.
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**Figure 7.** THETIS 2D computations. Variation of maximum free surface elevation with (left) slide density and (right) altitude of slide center of mass with respect to free surface.
simulation, $T$ the slide thickness, and $\nu$ the slide kinematic viscosity, representing the ratio of inertia to viscous forces within the slide. Results, not detailed here, show that maximum wave height and asymptotic wave energy both gradually increase with increasing $Re_s$ values, up to $Re_s \sim 10^4$. For larger values, the generated tsunami does no longer show a dependency on slide viscosity, demonstrating (as also stated in Lovholt et al. [2008]) that the inviscid slide case (i.e., with a large $Re_s$ value) yields a worst case scenario for Newtonian slide flows, as considered here.

3.4. CVV Tsunami Generation: 3D Studies

[21] Figure 8 shows a sketch of the 3D computational domain for the 80 km$^3$ slide case, which is discretized with a cylindrical mesh (i.e., whose grid size grows with the distance away from the domain center), to resolve the radial nature of wave propagation with optimal efficiency. The slide area is marked in white on Figure 8. The vertical $z$ coordinate has been exaggerated by a factor of 10, to allow for a better view of the topography and slide position. Besides La Palma island, which appears on the left front part of the picture, three other Canary Islands are included in the computation, which could significantly affect the early stage of wave propagation, and be subjected to high tsunami impact. These islands are from left to right: El Hierro, La Gomera, and Tenerife (the latter being clearly under-resolved, as it lays near the outside boundary of the cylindrical mesh). More specifically, the computational domain is a 8 km high cylinder, with a 150 km radius. Based on 2D simulations results, the mesh features 300 grid cells in the radial $r$ direction (with irregular spatial steps, increasing from $\Delta r_{\text{min}} = 200$ m in the initial slide area), 80 grid cells in the vertical $z$ direction (with irregular spatial steps, increasing from $\Delta z_{\text{min}} = 10$ m at the free surface), and 140 grid cells in the tangential direction $\theta$ (with irregular spatial steps, increasing from $\Delta \theta_{\text{min}} = 1.2^\circ$ in the approximate direction of the tsunami maximum energy (i.e., $20^\circ$ anticlockwise with respect to the West direction). With this grid, it takes about one week of computations in scalar mode on a Mac Pro desktop computer (with 64Gb of RAM and two 2.93 GHz 6-core Intel Xeon processors) for 4 min of simulated time.

[22] Figure 9 shows six underwater snapshots for increasing time displaying the simulated air/water and water/slide interfaces for the case with an initial slide volume of 80 km$^3$, defined by water volume fractions equal to 0.5 and slide volume fractions equal to 0.1. Note the latter value was chosen (rather than 0.5) because, due to the combined effect of mixing and most important shearing (the slide actually gradually transforming into a thin sheet flow), a 50% slide volume rate cannot be found beyond some stage of slide motion. Regarding slide deformation, the bulbous shape taken by the slide front in 2D is similarly observed in this 3D case. The coupling between the slide motion and free surface wave generation is quite clear in Figure 9. In Figure 9c, a very large depression wave, associated with a positive wave (hidden in this view), is generated as a result of the strong initial slide downward motion; this is characteristic of this kind of large subaerial slides. For a long time (Figures 9b–9d), the slide travels nearly at the speed of the leading generated surface waves, allowing for a large transfer of its energy to waves. Figure 10 shows the time evolution of slide characteristics for the same 80 km$^3$ case. Figure 10a shows slide tip location (i.e., distance to shore) calculated in the vertical plane in the approximate direction of the maximum wave energy. Figure 10b, shows the corresponding slide tip velocity, which reaches a maximum slightly above 100 m/s, which is only two-third of the maximum value found in the corresponding 2D case. This value, reached shortly after slide triggering (i.e., $t = 1$ min), remains at this level until approximately $t = 2$ min. Likely due to 3D bathymetry constraints, slide tip velocity then decreases sharply and reaches about 30 m/s after 3 min of slide motion. From this time to at least $t = 10$ min, slide tip velocity decreases very slowly from 30 m/s to 26 m/s.

[23] The 3D-NS-VOF simulation was not run for a long enough time to allow for an accurate calculation of the slide run-out distance. Based on these results, however, we think that the latter could reach the upper limit of observed run-out values for ancient Canary Island submarine debris avalanches (i.e., 50–130 km after Paris et al. [2005]). Indeed, due to the lack of bottom friction (because here the slide is an inviscid fluid), the slide is likely to only stop moving where the bathymetry gradient vanishes. Accordingly, at the end of current simulation, (i.e., at $t = 28$ min; not shown here), the slide tip is 80 km away from shore and still moving with a significant velocity of about 20 m/s. At this time, the slide shape path (not shown here) is very wide, resembling the ancient slide deposit of Playa de la Veta in the same area [Masson et al., 2002].

[24] For wave simulation purposes, there is however no need to accurately simulate the whole slide process. Figure 10c shows the slide Froude number calculated for this
Figure 9. THETIS 3D computations. Underwater view of water and slide interfaces (volume fractions respectively equal to 0.5 and 0.1) at $t = (a)$ 50 s, (b) 100 s, (c) 150 s, (d) 200 s, (e) 250 s, and (f) 300 s for a slide initial volume of 80 km$^3$. The vertical $z$ coordinates have been exaggerated by a factor of 5, to allow for a better view of the wavefield and slide motion. Slide contour are colored by velocity magnitude.

Figure 10. THETIS 3D computations for 80 km$^3$ slide volume. Evolution of slide characteristics with time in a vertical plane 20° antclockwise with respect to West: (a) slide tip distance to shore; (b) slide tip velocity; (c) slide local Froude number; and (d) maximum free surface elevation.
case, using the local depth. By contrast with 2D simulations, the flow here is only supercritical (synonymous to strong wave energy build-up) for a short time at about \( t = 1 \) min., during which most of the wave generation process takes place. Indeed, Figure 10d shows that the associated maximum wave elevation continuously increases until \( t = 100 \) s, reaching at this time a maximum value of 800 m (to be compared to 1,300 m in the 2D calculation, where the slide wave generation potential was larger, as demonstrated by the larger Fr values). Slide-to-water energy transfer rates calculated in 2D show that wave energy reaches its asymptotic value as soon as the maximum wave height starts decreasing and Fr \( \sim 0.7 \) (only considering waves located beyond the slide tip). In 3D simulations, this would mean that the energy transfer process should be almost over at \( t = 100 \) s. Therefore, if tsunami forecast is the goal, modeling efforts should concentrate on simulating wave generation and intense energy transfer during this rather short time interval (\( t < 100 \) s in this specific case).

Figure 10d shows that the associated maximum wave elevation continuously increases until \( t = 100 \) s, reaching at this time a maximum value of 800 m (to be compared to 1,300 m in the 2D calculation, where the slide wave generation potential was larger, as demonstrated by the larger Fr values). Slide-to-water energy transfer rates calculated in 2D show that wave energy reaches its asymptotic value as soon as the maximum wave height starts decreasing and Fr \( \sim 0.7 \) (only considering waves located beyond the slide tip). In 3D simulations, this would mean that the energy transfer process should be almost over at \( t = 100 \) s. Therefore, if tsunami forecast is the goal, modeling efforts should concentrate on simulating wave generation and intense energy transfer during this rather short time interval (\( t < 100 \) s in this specific case).

[25] Figure 11 shows free surface elevations computed in the 3D-NS-VOF model at \( t = 101 \) s, 232 s, 340 s and 558 s. Black lines indicate the main direction of wave generation, 20° south of West. At \( t = 101 \) s, the slide has essentially generated a large leading elevation wave, which reaches about 800 m. In view of 2D simulation results discussed above, energy transfers from slide to waves should be of second order beyond this time, implying that the tsunami generation stage is over. Hence, from this time onward, the initial leading elevation wave propagates freely, radiating away from the island. Due to both 3D (radial) energy spreading and frequency dispersion effects, as time increases, this wave’s elevation gradually decreases while an oscillatory tail of gradually shorter and smaller waves develops (Figure 12). While waves propagating faster than the slide are no longer influenced by its motion, the mean water level above and behind the slide is significantly lowered (Figures 11b, 11c, and 12), resulting in a strong run-down at the coast, of more than 300 m at \( t = 232 \) s. Because of this phenomenon caused by mass conservation, the free surface elevation behind the leading wave is globally negative and remains so even after a long time of propagation (e.g., \( t = 558 \) s; Figure 12). Thus, at \( t = 558 \) s, the wave train is composed of an elevation wave, followed by an oscillatory train of lower amplitude waves, whose crests only raise up to near the still water level (\( z = 0 \)). The direction of propagation of the leading wave evolves with time (Figure 11), starting from about 33° (southwards with respect to the West) at \( t = 100 \) s and then shifting to 24°
at $t = 232$ s, and later to $20^\circ$ at $t = 340$ s, consistent with previous results [Løvholt et al., 2008]. At later times, neighboring Canary islands (i.e., El Hierro and La Gomera) induce wave diffraction and runup/reflection, which have a significant effect on the angular distribution. Finally, for the 80 km$^3$ scenario, even though the slide motion is initially westward, significant waves also propagate directly eastward, through diffraction around the southern tip of La Palma, which reach 20–50 m at $t = 558$ s depending on location (Figure 11).

[26] To better quantify and understand the influence of the source size and geometry on tsunami features, four slide scenarios with different slide volumes of 20, 40, 80 and 450 km$^3$, were simulated using the 3D-NS-VOF model. Figure 13 shows the wave patterns found for each scenario, just before significant interactions start with the surrounding islands (i.e., at $t = 450$ s). Overall, the wave pattern is similar in each case, but wave elevations significantly differ: maximum surface elevation at this time reaches 67, 122, 156, and 342 m, in each case respectively. The relatively low difference in maximum elevation (22%), between the 40 and 80 km$^3$ indicates that initial slide thickness, which is the most significant difference between both of these cases, may only play a secondary role in the wave generation process. All four scenarios also exhibit different behavior in terms of free surface elevation close to La Palma. Obviously, the larger the slide volume, the more pronounced the mean water level depression close to the slide entry location. For the extreme 450 km$^3$ case, at this time, the water level above the slide, which covers a total area larger than that of the island, is in average about –300 m below still water level.

[27] Despite these differences, the four scenarios share many common features. Figure 13 shows that at $t = 450$ s, three main leading waves have been generated in all cases. The tsunami directivity is similar (i.e., ~24$^\circ$ from W at this time), except for the 20 km$^3$ scenario, for which the highest energy is more westerly directed (i.e., 18$^\circ$). The average celerity for the first wave tends to slightly increase with initial slide volume. This celerity is 157 m/s for 20 and 40 km$^3$, 160 m/s for the 80 km$^3$ case and 173 m/s for the last 450 km$^3$ case; this could be the effect of amplitude dispersion since the leading wave height grows with slide volume. In contrast, the distance between the first and second wave crests, which is a measure of wavelength, tends to decrease with slide volume: 26.6, 24.4, 23.8 and 21.7 km, in each case respectively. The combination of larger elevation and shorter wavelength yields increasingly steeper, and thus nonlinear leading waves, as slide volume increases. In the latter case, for instance, we get at $t = 450$ s for the leading wave: $H/L = 0.032$; $kh = 0.20$; $kh > \pi/10 = 0.314$, the standard limit for long waves, indicating intermediate water waves, for which frequency dispersion effects are important. Other waves in the tsunami train, which are even shorter (Figure 12), have larger $kh$ values and hence feature increasing dispersive effects. Figure 14 shows the build-up and then the decay of the leading wave elevation, with propagation distance, for the four slide scenarios. In this plot, time has been converted to distance using the average wave celerity calculated above and wave elevation transects are computed in the main direction of wave generation, 20 deg. anticlockwise with respect to west. We note again that the 40 and 80 km$^3$ cases are close to each other in terms of first wave amplitude signal. Maximum wave elevation occurs later and farther away for increasing initial slide volume. The decay rate was quantified by fitting simple power laws based on the least squares method: $\eta = ar^n$, where $r$ is the radial distance traveled by the wave. This
Figure 13. THETIS 3D computations. 2D contours of wavefields at $t = 7.5$ min, for slide volume of (a) 20 km$^3$, (b) 40 km$^3$, (c) 80 km$^3$, and (d) 450 km$^3$.

Figure 14. THETIS computations. Maximum wave elevation decay as a function of distance along transsects 20$^\circ$ anticlockwise with respect to West, for the four studied slide volume scenarios (symbols). Curve fitted power laws: solid blue line (20 km$^3$ case), $r^{-1.25}$; dotted blue line (40 km$^3$), $r^{-1.42}$; dotted-dashed blue line (80 km$^3$), $r^{-1.38}$; dashed blue line (450 km$^3$), $r^{-1.21}$. 
yields the decay rates \( b = -1.25, -1.42, -1.38, \) and \(-1.21,\) for each case, respectively. Such high decay rates, if extrapolated to the far field, would predict a very strong attenuation with distance. Note that even stronger attenuation rates were found in Gisler et al. [2006]. The first wave corresponding to the extreme 450 km\(^3\) scenario would for instance only reach 2 m, 5,000 km away from La Palma (roughly the distance from La Palma to North America). But these decay rates should be taken with caution, as near field waves are strongly nonlinear and therefore do not behave as linear waves do in the far field. Moreover, numerical dissipation in the Navier-Stokes model may also contribute to these high initial decay rates. Finally, such near-field power laws do not account for additional wave transformation resulting from far-field wave-wave interactions, and reflections/diffractions occurring during propagation (at islands and various shores), as well as nearshore effects when approaching distant coasts. We shall verify this point in the next section, using the 2D Boussinesq long-wave model to simulate the far-field propagation over larger distances.

Our results can be compared to Gisler et al.’s [2006] and Løvholt et al.’s [2008], simulations using a multi-material compressible NS model. As pointed out before, our 2D results are comparable to Gisler et al.’s [2006], but in our case they have been obtained with a smaller slide (8 km\(^2\) versus \(\sim12\) km\(^2\) cross-section in Gisler et al. [2006]), thus involving less initial energy, as evidenced by a slower slide motion. Gisler et al. [2006] found a leading wave decay rate \( \sim r^{-1.85} \) in their single 3D computation using the SAGE model. Our results yielded a slower decay \( \sim r^{-1.21} \), for the corresponding case (our initial slide volume is larger by a factor of 1.2). Note, Gisler et al.’s [2006] 3D results were not very detailed in their paper; some information on their maximum wave elevation was found in Løvholt et al. [2008]. Gisler et al.’s [2006] 2D cylindrical SAGE results showed maximum wave elevations of about 250 m at 60 km offshore, and 160 m, at 80 km offshore Løvholt et al. [2008, Figure 3]. Our corresponding values are 470 m and 330 m respectively, hence larger by a factor of 2. Only one result of 3D simulations using SAGE is presented in Løvholt et al. [2008, Figure 7]. Maximum wave elevation was about 400 m at \( t = 5 \) min, while for this time, we find 560 m with THETIS, which is larger by a factor of 1.4. Finally, Løvholt et al. [2008] showed results for wave trains at \( t = 10 \) min, using the SAGE solution as initial input into a Boussinesq model (see their Figure 10a). They found a maximum wave elevation for those of about 150 m, while our results again indicate a larger value of 240 m (i.e., by a factor of 1.6).

We studied the runup distribution along La Palma island’s coastline, using our 3D-NS-VOF results for the 80 km\(^3\) nominal case. We ensured that, for this case, simulations had been run for a long enough time to capture the maximum runup on the West side of La Palma. On the East side, though, only inundation caused by the leading wave could be computed in the 3D model grid. To study runup on the other Canary islands, which are even more distant from the landslide site and hence are outside the 3D model grid (or have meshes that are too coarse in the cylindrical 3D grid), we will use results of Boussinesq simulations initialized by 3D model results; these will be presented in the next section. Figure 15 shows a time series of snapshots featuring the interaction of the wave train generated by the 80 km\(^3\) slide with La Palma island, seen from a South-Western view (Figures 15a–15c) and from a Eastern view (Figures 15d–15f). The flow interacts with the island in two distinct ways. First, two runups, corresponding to the edges of the radially propagating first wave, propagate alongshore, one around the island by the North and the other by the South. The first runup that starts propagating northward can be seen in Figures 15a–15c; the second one can be seen in Figures 15d–15f. The second phenomenon is a violent backwash generated by the slide motion itself, which can be seen on Figure 15c. At this time (\( t = 474 \) s), the (return) fluid flow enters the cavity initially filled by the slide, and generates a large runup. A maximum runup value of 290 m occurs on the northern part of the cavity (Figure 15c). At later times, this backwash also propagates along both sides of the island. Characteristics of both inundation waves are
detailed in Figure 16. The path of each wave is sketched on Figure 16 (left) and the maximum amplitudes reached by the leading waves in each train are plotted in Figure 16 (right). The first wave propagating Northward generates a 180–200 m deep inundation on the North–West coast of La Palma. As waves propagate around the island’s Northern tip and change direction, after about 12 min. from the start of the event, the largest wave amplitude decreases to about 100 m at the location of the second largest town on La Palma: Santa Cruz (~18,000 inhabitants), which lies just above sea level. The second wave rapidly decreases in amplitude while changing direction around the Southern tip of the island, and then keeps a constant maximum elevation of about 70 m all the way to Santa Cruz, which it reaches after 10 min. Both inundation waves thus reach Santa Cruz almost simultaneously (~t = 10–12 min) strongly interacting afterwards; hence potential damage there would be catastrophic, should this 80 km³ scenario occur. Note that the town of Los Llanos de Aridane (the largest on the island with ~20,000 inhabitants), located just right of point (A) in Figure 16 (left) at an altitude of 400 m in average, might be spared the brunt of the tsunami impact in the 80 km³ scenario, based on our runup calculations.

4. Near Field Effects of CVV Tsunami Waves

4.1. The Boussinesq Model (BM)

As discussed before, it would be too computationally costly to use the 3D model THETIS beyond the region directly surrounding La Palma, for simulating tsunami impact from the CVV flank collapse on neighboring Canary islands and beyond in the far field. Instead, a coupled approach was implemented, in which we use the fully nonlinear (2D-horizontal) Boussinesq Model (BM) FUNWAVE-TVD [Shi et al., 2012], initialized with the THETIS model results. FUNWAVE-TVD is a recent extension of the original FUNWAVE code [Wei et al., 1995; Kennedy et al., 2000; Chen et al., 2000, 2003; Kirby, 2003] (see for instance the Appendix in Ioualalen et al. [2007] for a summary to date of FUNWAVE’s equations and numerical methods). Originally, FUNWAVE was designed and used for modeling coastal and nearshore waves, but it was later successfully applied to a variety of tsunami case studies, both landslide and co-seismic [e.g., Watts et al., 2003; Day et al., 2005; Grilli et al., 2007; Ioualalen et al., 2007; Tappin et al., 2008; Mård Karlsson et al., 2009; Grilli et al., 2010, 2012] A fully nonlinear BM can simulate more complete physical phenomena, especially dispersion, than models based on Nonlinear Shallow Water Equations (NSWE), which are traditionally used for modeling co-seismic tsunamis. This is particularly important for simulating landslide tsunami propagation, for which waves, as indicated above in the CVV case, are in the intermediate-depth dispersive regime (π/10 < kh < π). Improved runup and inundation predictions can also be achieved in a BM, because of the better representation of wave-wave interactions in tsunami wave trains.

In the present work, the latest version of FUNWAVE is used, which is referred to as FUNWAVE-TVD, as it uses a combined finite-volume and finite difference MUSCL-TVD scheme. It is based on the equations of Chen [2006] and Shi et al. [2012]. As in FUNWAVE, in order to approximate linear dispersive properties up to the deep water limit [Wei et al., 1995], the Boussinesq equations are expressed in terms of the horizontal velocity components at 0.531 times the local depth. In FUNWAVE-TVD, wave breaking is more accurately modeled by switching from the Boussinesq equations to the NSWE, when the local Froude number exceeds 2.0 and/or the height to depth ratio exceeds 0.65. FUNWAVE-TVD’s latest implementation was fully parallelized using MPI, for use on distributed memory clusters, by using domain decomposition. (Note, the model
used here did not perform any type of mesh refinement, although one-way nesting has now been implemented in the latest FUNWAVE-TVD version and will be used in a follow-up paper to simulate transoceanic tsunami propagation from CVV scenarios.) The model was fully validated using all of NOAA’s National Tsunami Mitigation Program (NTHMP) mandatory benchmarks as part of a model benchmarking workshop organized by NTHMP in March 2011. In the CVV case study, in order to capture inundation and runup on La Palma, a high resolution grid is required in the near-field, but as depth rapidly drops off to around 4.5 km offshore of the island, the intermediate-depth and even shorter trailing waves (with \( kh > \pi \)) in the radiating tsunami train must be accurately resolved. This justifies using an extended Boussinesq model, such as FUNWAVE-TVD (4th-order in \( kh \)), which can closely approximate (linear) frequency dispersion effects at least up to \( kh = \pi \). When restarting FUNWAVE simulations using THETIS results, however, it was found that the standard 4th-order MUSCL scheme eventually became unstable, but that a 3rd-order scheme (which still generates 4th-order accurate results) worked well for all model setups presented below; hence, this 3rd-order scheme was used in the present simulations.

In the latter, for the wetting and drying scheme along shoreline boundaries, we used a minimum depth of 0.01 m and, to simulate bottom drag, a 0.01 friction coefficient was used up to a minimum depth of 0.10 m, to prevent extremely high bottom friction values from occurring. Finally, at the time this work was performed, a fully nonlinear version of FUNWAVE-TVD was only available for Cartesian grids, while the spherical implementation was only weakly nonlinear. Considering the fairly small latitudinal and longitudinal extent of FUNWAVE’s near-field simulation domain (Figure 1a), the former grid was used, with distance corrections to account for spherical effects (see below).

[32] Ocean bathymetry from the Global Multi Resolution Topography (GMRT) database [Ryan et al., 2009] (Figure 1a) was used in FUNWAVE’s simulations, which is a gridded digital elevation model with variable resolution depending on available data. This yields an improvement over Løvholt et al.’s ETOPO2 bathymetric data (which only has a 2′ × 2′ resolution), since the GMRT data around La Palma includes the actual bathymetry from Watts and Masson [1995], which is of much higher resolution, while ETOPO2 is only based on gravitational anomalies (both too coarse and known to be in error near landmasses). While THETIS used the same high-resolution bathymetry near La Palma as FUNWAVE, because of the different grid interpolation schemes there were slight differences in the bathymetry used by the two models. This was shown to have negligible effects on results, as will be detailed below in the validation of the initial condition process. As indicated, in order to take advantage of the fully nonlinear version of FUNWAVE-TVD that is required to accurately compute coastal effects, a Cartesian coordinate grid system is used. To correct for earth’s sphericity, a transverse Mercator projection is used (similar to the UTM system), with its origin at 28.5 N and 18.5 W (corresponding to −69 km, −14 km). This transformation leads to some small grid distortion, which are however deemed negligible. (The finest resolution grid used here has a 500 m undistorted mesh size; after the coordinate transformation we find that the largest distance between adjacent cells is 502.1 m, and the smallest distance is 496.4 m, giving a distortion of less than one percent, which we consider to be acceptable.)

[33] Figure 1a shows the full extent of the FUNWAVE grid used in the near-field simulations. A 100 km thick sponge layer is applied to the outside boundaries to prevent reflection from corrupting model results. In order to allow for sufficient time for waves to reach the eastern side of the farthest Canary Islands (i.e., Arrecife on Lanzarote), in all slide cases, FUNWAVE simulations were run for 2 h, with a time step that is adaptively set to force the CFL number to be near 0.5.

4.2. Validation of THETIS’ Initialization of FUNWAVE

[34] The coupling of THETIS with FUNWAVE is performed by using the 3D-VOF-NS solution at \( t = 300 \) s as an initial condition for FUNWAVE; i.e., this is a one-way coupling. Although at \( t = 300 \) s the slide has not yet come to a stop and there is still turbulent flow in the domain, this time is after nearly all of the energy transfer from slide to waves has occurred (Figure 5) and before the leading edge of the tsunami has reached the edge of the THETIS domain. To satisfy mass conservation in the BM, the NS velocity field is first depth-averaged, and its horizontal components, together with the free surface elevation, are interpolated onto the FUNWAVE mesh (Figure 17a). This results in a slight error (2nd-order in \( kh \)), as the BM equations are framed in terms of a single horizontal velocity at a reference depth, but this has little effect on the results and has the advantage of averaging out the turbulent flow in the vertical direction. As seen in THETIS’s 3D results (e.g., Figures 9f, 15c, 11d, 12, 13d), the tsunami wave train generated by the CVV slide, after a series of 3–4 larger and longer, long-crested, leading waves, features very short and irregular trailing waves, which result from the 3D highly turbulent residual flow induced by the slide near its initial location in La Palma. This turbulent flow (see e.g., Figure 6) is initially associated with short waves, but vertical mixing, which is most active around the slide tip, dissipates this flow without transferring energy to the wavefield. As this flow is not responsible for any significant tsunami coastal impact on either La Palma or more distant islands, and cannot be accurately represented in the BM, it seems reasonable to filter the NS solution prior to using it for initializing FUNWAVE. An ad hoc filtering method (Figure 17b) was determined through numerical experimentation, which consisted in multiplying the output of THETIS (i.e., free-surface elevation and each velocity component) by a spatially varying function (Figure 18), removing the interior flow while keeping a smooth initial condition for FUNWAVE. This function is Gaussian, with a standard deviation of 15 km and the center is located at coordinates (−10 km, −10 km).

[35] Prior to performing longer-term propagation simulations in FUNWAVE, we verified that this coupling approach provided reasonable initial results, for at least the first few leading waves, since most of the runup and inundation will be caused by these waves. This was done by initializing FUNWAVE using THETIS’ results at \( t = 300 \) s and performing simulations with both models for an additional 250 s. Free surface elevations computed in both models are then compared at \( t = 550 \) s in Figures 19 and 20. To assess the effect of the filtering method of THETIS results,
FUNWAVE computations were performed using both unfiltered and filtered THETIS results. The main direction of wave propagation, 20° anticlockwise with respect to west, along which transects in Figure 20 are made, is marked by thin black lines in Figure 19. Note that, in Figure 19, there is a slight difference in the water level in the far-field between the THETIS and FUNWAVE-TVD results, which is an artifact of processing the THETIS results. Considering the depth and resolution of the models, this has a negligible effect on the results.

Although, FUNWAVE’s unfiltered results (Figure 19, left) appear reasonable as compared to THETIS’ results, as expected, there is not enough nearshore dissipation of shorter waves; besides causing unrealistically large short waves to appear near La Palma, this also affects at least the 3rd leading wave in the tsunami train. This is greatly improved in FUNWAVE’s filtered results (Figure 19, right), which compare well to THETIS’ results; we see that both the large short waves near La Palma dissipate and the 3rd leading wave now agrees well with THETIS results. This is even more apparent along transects of the same results at $t = 550$ s, shown in Figure 20. While the 1st leading wave is essentially identical in all three cases, the second and part of the third wave are also well matched, between FUNWAVE’s (filtered or unfiltered) and THETIS’s results; the large shorter trailing waves that are near La Palma in FUNWAVE’s unfiltered results have clearly disappeared in the filtered results. It should be noted that the filtering has the incidental effect of removing a large surface depression wave near the slide tip (see Figures 11b and 11c), but this depression mostly dissipates by $t = 550$ s in THETIS’s results, and any disturbance caused by this removal will propagate at speeds no faster than the leading waves; hence it is unlikely to affect the propagation of the tsunami significantly. While results are only shown for the 80 km$^3$ slide, it was verified that the overall quality of

**Figure 17.** Initial conditions used in FUNWAVE computations (a) before filtering; (b) after filtering.

**Figure 18.** Filtering function (Gaussian hump with a standard deviation of 15 km, and a center located at $(-10 \text{ km}, -10 \text{ km})$ in the local coordinate system), multiplying wave elevation and horizontal velocity prior to applying the initial conditions of (right) FUNWAVE compared to (left) simple distance criterion. Note that if a function like that on the left was used, very sharp edges would exist in the initial condition.
the comparison is similar for all four scenarios. Using the THETIS filtered results to initialize FUNWAVE, we then assessed in Figure 21 the effect of FUNWAVE grid resolution on result accuracy, by analyzing similar transects at \( t = 25 \) min. (i.e., after 20 min. of propagation in FUNWAVE). We see that, with a decreasing resolution in the BM from 500 m to 2000 m, one still simulates quite well the amplitude and shape of the 1st and part of the 2nd leading waves, but the trailing dispersive wave train is gradually damped. In the following FUNWAVE simulations, although even the

![Figure 21](image1.png)

**Figure 19.** Test of model coupling for the 80 km\(^3\) case, when modeling wave propagation from \( t = 300 \) to 550 s using (left) FUNWAVE without filtering the initial conditions; (middle) THETIS; and (right) FUNWAVE with filtering the initial conditions. The main direction of wave propagation, 20° anticlockwise with respect to west, along which transects in Figures 20, 21, 25, 26 are made, is marked by thin black lines.

![Figure 20](image2.png)

**Figure 20.** Transects (see Figure 19) of surface elevation at (top) \( t = 300 \) s and (bottom) \( t = 550 \) s, as a function of the westward propagation distance. Results show the effects of filtering in FUNWAVE. Note the slight difference in the surface elevation far from La Palma – this is due to a slight artifact of the post-processing of the THETIS results, which is removed before initializing the FUNWAVE model.
1000 m resolution grid predicts very similar results for the first four waves of the tsunami, we use the more accurate 500 × 500 m grid. Note that more important than controlling the exact form of the tail, dispersion has a significant effect on the leading waves. The results from Løvholt et al. [2008] with a qualitatively similar wave showed that a non-dispersive model would overpredict the tsunami amplitude in comparison with a BM, and produce steeper waves that would break earlier.

4.3. Near Field Impact of CVV Tsunami

[37] Coupled THETIS-FUNWAVE-TVD results, such as shown in Figure 22a, are used to compute near-field tsunami impact on the neighboring Canary islands, due to the various CVV flank collapse scenarios. While Figure 22a shows that the majority of wave generation and propagation occurs in a general westward direction, there is also a significant eastward propagation of sizable waves, which can severely impact neighboring islands, owing to their proximity, as well as the west coast of Africa (not detailed here). To estimate this impact, we computed the tsunami propagation times and maximum wave heights at various major cities on neighboring Canary Islands. Although FUNWAVE-TVD can predict wetting and drying at the coastline, the 500 m resolution is insufficient to accurately map inundation of specific cities. Hence, we present instead the maximum water elevation computed offshore of seven major cities (Figure 22b). Figure 23 shows the waves as they impact the islands of Gomera and Tenerife. Wave run-down around Gomera (Figure 23, left), among other islands, may be poorly resolved, but this is unlikely to significantly affect the maximum wave height. Time series of the 500, 1000, and

![Figure 21.](image) **Figure 21.** Transects (see Figure 19) of surface elevation at t = 25 min., as a function of the westward propagation distance. Results show the effects of different grid resolution, from 500 to 2000 m.

![Figure 22.](image) **Figure 22.** (a) Time sequence of FUNWAVE-TVD results. The dashed black lines indicate the boundary of the sponge layer in the model grid and the size of the initial THETIS grid. Solid black line indicates the location of transects. (b) Travel time for the 80 km³ case to the different Canary Islands, noting the station locations used for inundation height measurements.


2000 m results at Arona (Figure 24), on the southern coast of Tenerife, show that computed waves are very similar at all three resolutions. Using a long-wave inundation model with nested or adaptive grid refinement would be necessary to sufficiently resolve the inundation distances and runup heights; this could be the object of future work.

For the 80 km$^3$ slide scenario (but this will also apply to all slide scenarios), tsunami propagation from La Palma across the Canary Islands takes about 1 h (Figure 22b). Waves first impact the Hierro coastline, which reflects significant energy in the process. At about the same time, waves wrap around Gomera and this refraction-diffraction causes increased wave height on the southwest side of Tenerife. The tsunami has lower wave heights on the north side, in comparison, because the island of La Palma somewhat protects against as much energy being sent directly east. After waves pass by Gran Canaria, they propagate almost unchanged toward the easternmost islands, impacting the length of Fuerteventura and Lanzarote almost simultaneously.

Analyzing FUNWAVE-TVD results for the various stations, we compare in Table 1 the maximum wave height computed at each station, for the four different slide volume scenarios simulated. First, results in Table 1 favorably compare with earlier results of Ward and Day [2001] and Løvholt et al. [2008], although the specifics are slightly different in each case. While neither gives the precise locations of their measurements, Ward and Day (with a 500 km$^3$ slide) predicted a wave elevation around 61 m on the south side of Tenerife, and Løvholt et al. (with a 375 km$^3$ slide) predicted a 47 m wave elevation at their Tenerife West station; this can be compared to our 450 km$^3$ slide scenario, which yields a 54.8 m wave elevation at the Arona station on Tenerife. Oddly, the wave in Ward and Day’s scenario takes 30 min to reach the southern edge of Tenerife, whereas in our results the wave has already reached Gran Canaria by this time (Figure 22a at 30 min.; Figure 22b). In Table 1, propagation times vary little with slide volume. Wave height, however, clearly increases with slide volume, but
there does not seem to be a general relationship between these two parameters that applies for all of the stations.

4.4. Westward Wave Propagation

Pending results of additional simulations of tsunami propagation across the Atlantic basin, FUNWAVE-TVD results can be used to quantify the initial decay with distance from La Palma of the maximum tsunami wave elevation. Similar to the THETIS results (Figure 14), this is done in vertical transects, such as Figure 25, which spans to 300 km or so in the same transect as before. Thus, using results in Figure 22a for the 4 earlier slide scenarios, we derived power laws representing the decay of the leading wave amplitude, computed every 5 min. for the first 25 min. of propagation. Using the same power law as before: $\eta = a r^b$, where $r$ is the radial distance traveled by the wave, this yields the decay rates $b = -1.10, -1.09, -1.08$, and $-1.02$ (for the 20, 40, 80, and 450 km$^3$ scenarios, respectively). In each case, we

Table 1. Maximum Wave Elevation at Seven Stations Around the Canary Islands

<table>
<thead>
<tr>
<th>Station</th>
<th>Location</th>
<th>Water Depth</th>
<th>Arrival Time</th>
<th>20 km$^3$</th>
<th>40 km$^3$</th>
<th>80 km$^3$</th>
<th>450 km$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gran Canaria</td>
<td>Las Palmas</td>
<td>28.128 N 15.385 W</td>
<td>139 m</td>
<td>37–38 min.</td>
<td>0.92 m</td>
<td>1.75 m</td>
<td>5.34 m</td>
</tr>
<tr>
<td></td>
<td>Telde</td>
<td>28.000 N 15.340 W</td>
<td>141 m</td>
<td>39–40 min.</td>
<td>2.96 m</td>
<td>5.73 m</td>
<td>7.93 m</td>
</tr>
<tr>
<td></td>
<td>Santa Lucia</td>
<td>27.820 N 15.370 W</td>
<td>64 m</td>
<td>36–38 min.</td>
<td>3.26 m</td>
<td>6.35 m</td>
<td>8.57 m</td>
</tr>
<tr>
<td>Tenerife</td>
<td>Santa Cruz</td>
<td>28.450 N 16.230 W</td>
<td>423 m</td>
<td>28–30 min.</td>
<td>3.27 m</td>
<td>6.72 m</td>
<td>9.36 m</td>
</tr>
<tr>
<td></td>
<td>Arona</td>
<td>28.060 N 16.760 W</td>
<td>204 m</td>
<td>17–18 min.</td>
<td>8.95 m</td>
<td>17.3 m</td>
<td>23.2 m</td>
</tr>
<tr>
<td>Lanzarote</td>
<td>Arrecife</td>
<td>28.930 N 13.420 W</td>
<td>1127 m</td>
<td>65–67 min.</td>
<td>0.70 m</td>
<td>1.38 m</td>
<td>1.97 m</td>
</tr>
<tr>
<td>Fuerteventura</td>
<td>Puerto del Rosario</td>
<td>28.490 N 13.820 W</td>
<td>182 m</td>
<td>59–60 min.</td>
<td>0.74 m</td>
<td>1.49 m</td>
<td>2.07 m</td>
</tr>
</tbody>
</table>

*The arrival time for the peak wave was essentially the same for the four test cases.*

Figure 25. Transects (see Figure 19) of surface elevation as a function of the westward propagation distance of the tsunami caused by various slide volume scenarios. Power laws indicate the decay rate of maximum elevation: 20 km$^3$ case $- r^{-1.10}$, 40 km$^3$ case $- r^{-1.09}$, 80 km$^3$ $- r^{-1.08}$, 450 km$^3$ case $- r^{-1.02}$. 
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find that wave elevation decays slower than predicted in THETIS’ results alone, for the early stages of propagation (first 100 km or so; Figure 14); this is expected as there is still a substantial amount of dissipation occurring throughout THETIS’ simulations, not included in the BM. Finally, note that, except for the 450 km$^3$ case, the second wave becomes nearly as large as the leading wave after 25 min. of propagation, due to the initial stages of forming a dispersive tail. Even as this dispersive tail decreases in amplitude, it is still very large in comparison to the waves propagating toward the other Canary Islands (Figure 26).

The westward tsunami propagation and far-field impact (in particular along the U.S. east coast) will be further studied and reported on, for the four selected CVV slide scenarios, beyond the stage of Figure 22a, as part of a follow up study to this work. However, current results already show notable differences with earlier results reported by Ward and Day [2001] and Løvholt et al. [2008]. In Ward and Day [2001] (with a 500 km$^3$ slide scenario), the maximum wave elevation after 30 min. from slide initiation was about 188 m, and it did not occur for the leading wave, which was substantially larger than that predicted in our 450 km$^3$ scenario. Løvholt et al. (personal communication, 2012) predicted a maximum wave elevation after 25 min. of about 48 m with a 375 km$^3$ slide scenario while we predict 79 m at the same time (i.e., just prior to reaching the sponge layer in FUNWAVE’s grid) along the transect used above, for our larger 450 slide km$^3$ scenario. This may be due largely from the different slide models, instead of the wave modeling. At 300 s, Lovholt et al. [2008, Figure 3a] initiate their Boussinesq model with a wave approximately 250 m high, whereas for our present study our initial leading wave is 536 m high. Still, as discussed above, the specifics of numerical models used and their ability to accurately represent and resolve the physical processes at play, as well as the accuracy of the bathymetric and topographic data used near and around the Canary islands, may also play an important role in explaining these differences. As indicated, the important prediction of the far-field tsunami impact across the Atlantic (e.g., in North America), resulting from various CVV flank collapse scenario, and the analysis of associated tsunami coastal impact, will be detailed and reported on in future work.

5. Conclusions

We presented a numerical study of tsunami wave generation by the Cumbre Vieja Volcano (CVV) flank collapse. A multifluid Navier-Stokes model, with a VOF interface tracking, was used to calculate the free surface elevation generated by deforming slide motion. Waves were then input as initial condition in a Boussinesq model, to study their propagation in the near field, around nearby islands. Such simulations include frequency dispersion effects, which are important for landslide generated waves, owing to their relatively shorter wavelength. Both of these numerical models have been fully validated in other work, for landslide tsunami generation and propagation.

By contrast with other recent work that focused on the most extreme scenario, the current study considered several slide scenarios based on geotechnical slope stability analyses and a more accurate bathymetry. Additionally, the Navier-Stokes model used is different (incompressible).

The main conclusions of our work are as follows:

1. The volume of the most unstable part of CVV should range between 40 and 80 km$^3$ (results from slope stability analyses are detailed in another paper), which is consistent with the order of magnitude of locally identified submarine debris avalanche deposits. Without any additional disturbing forces (such as seismic acceleration for instance), CVV’s slope appears stable at the moment, as illustrated by a high factor of safety.

2. In each case (i.e., for four slide volumes of 20, 40, 80 and 450 km$^3$), generated wave trains share common
A large positive elevation wave is first generated, which reaches a maximum of a few hundred meters. Such a high value is explained by the combination of a large slide volume and a slide Froude numbers close to one (i.e., critical regime); (2) This initial wave then rapidly decreases, spawning a few large trailing waves, which are propagating over a globally negative mean sea level; (3) The generated wave energy is maximum in a direction near 20–25° Southward of West; (4) The wavelength is around 22–27 km after about 7.5 min of propagation.

As could be expected, the maximum wave elevation is strongly dependent on the initial slide volume, varying between 600 to 1200 m with increasing slide volume, within the tested range.

The maximum wave impact was computed at several key locations in the Canary Islands. On La Palma, the town of Santa Cruz, on the lee side, would be struck by two simultaneous inundation waves with devastating consequences. Due to their location, El Hierro and Gomera, which fortunately are not densely populated, would also be strongly impacted. Despite the large or even extreme events considered, the expected consequences on the Canarian archipelago may be attenuated because the other Canary Islands are all situated Eastward of La Palma and the major towns and touristic areas are on the east sides of these Islands. Nevertheless important cities in Gran Canaria or Tenerife would be subjected to high tsunami impact for every considered scenario.

While our overall findings are qualitatively consistent with those of Gisler et al. [2006] and Lovhølt et al. [2008], waves computed in our study appear to be significantly higher than in these earlier works. In the near field the attenuation rates are smaller than those of Gisler et al., whereas the far-field values are comparable to those of Lovhølt et al. Hence, the consequences of our simulated events in terms of tsunami impact in the near- and also likely in the far-field would be somewhat larger. While the attenuation rates for moderate propagation distances (e.g., up to 300 km) are slightly larger than those found in the literature, we leave the detailed analysis of results on far-field effects of this tsunami for a future paper, as the complex physics involved (propagation and runup) requires a more comprehensive description.

On a methodological point of view, our 2D computations show that significant energy transfer from slide to wave motion only lasts for a short time (order 200 s). Therefore, both slide and fluid dynamics during this initial period must be very thoroughly and accurately simulated to ensure accurate tsunami forecasting, which justifies our choice of a highly resolved 3D-NS model to do so. Similarly, the location of the center of gravity of the unstable CVV slope volume has to be carefully selected as variations in this parameter were shown to have important effects on generated wave amplitudes.
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