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Abstract

The long term goal of these studies is to develop computer models that will help both
gain fundamental insight into oil containment failure mechanisms and outline strate-
gies and methods for limiting the occurrence and/or the intensity of these failures, in
actual field situations.

This report presents results obtained at the University of Rhode Island, Depart-
ment of Ocean Engineering, as part of a research project entitled : “Numerical Mod-
eling of Oil Containment by a Boom/Barrier System : Phase III” (1/97-6/99). This
project was supported by Grant No. DTRS57-95-G-00065 of the Department of Trans-
portation, under funding from the Minerals Management Service (MMS). A 50% bud-
get match was provided by the University of Rhode Island. The Phase III project
is a third and fourth year continuation of Phase 1 project (8/94-12/95), entitled :
“A hydrodynamic model of oil containment by a boom”, which was supported by
DOT-USCG (US Coast Guards District No. 1), Grant No. DTRS57-94-G-00076 of
the Department of Transportation FY 1994 Oil Pollution Research Grant Program,
and Phase II project (7/95-12/97), entitled “Numerical Modeling of Oil Containment
by a Boom/Barrier System”, which was also funded by the Coast Guards, as Grant
No. DTRS57-95-G-00065 of the Department of Transportation. Both experimental
and computational studies, carried out during Phase III of the project are presented
in detail in this report. Results obtained during Phases I and II are only briefly
summarized. Details can be found in final reports for Phases I and II [17, 22].

In Phase I11, theoretical results obtained in Phases I and II as well as new theoret-
ical developments and experimental results were used to develop a series of interactive
model tools, referred to as SlickMap, for modeling oil slick containment by a boom
and its possible failure. This report first gives details of experiments performed at
OHMSETT (The National Oil Spill Response Test Facility), the by the University of
Rhode Island, for both straight and catenary shaped booms, using Sundex or Hydrocal
oil (Chapter 2). Laboratory experiments performed by the University of New Hamp-
shire (UNH) are then analyzed in order to get functional shapes of friction parameters
useful for the models (Chapter 3). Results of both of these sets of experiments are
later used to calibrate SlickMap models. The report then provides the theoretical
background for SlickMap’s numerical models of the vertical cross-sectional shape of
an oil slick, contained by a straight boom, in a given uniform flow/tow velocity of
water (Chapter 4). The boom shape is simplified to be represented by a vertical
(skirt) plate of specified draft and thickness; the boom is assumed to be homogeneous
and long in the direction perpendicular to the vertical plane of interest. Conversions
are made in SlickMap from catenary shape booms to such straight booms. Finally,
the report provides a detailed user’s manual for the interactive model tools developed
under SlickMap (Chapter 5). These were developed in FORTRAN and implemented

using Visual Basic™ for a PC Window interface system.
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Chapter 1

Introduction

This report presents results obtained at the University of Rhode Island, Department
of Ocean Engineering, as part of a research project entitled : “Numerical Modeling of
Oil Containment by a Boom/Barrier System : Phase 111”7 (1/97-6/99). This project
was supported by Grant No. DTRS57-95-G-00065 of the Department of Transporta-
tion, under funding from the Minerals Management Service (MMS). A 50% budget
match was provided by the University of Rhode Island. The Phase III project is a
third and fourth year continuation of Phase I project (8/94-12/95), entitled : “A
hydrodynamic model of oil containment by a boom”, which was supported by DOT-
USCG (US Coast Guards District No. 1), Grant No. DTRS57-94-G-00076 of the
Department of Transportation FY 1994 Oil Pollution Research Grant Program, and
Phase II project (7/95-12/97), entitled “Numerical Modeling of Oil Containment by
a Boom/Barrier System”, which was also funded by the Coast Guards, as Grant No.
DTRS57-95-G-00065 of the Department of Transportation. The present report only
covers developments, both experimental and computational, carried out during Phase
I1T of the project. Results of earlier phases can be found in final reports for Phases |
and I (Grilli et al. [17], 1996; Grilli et al. [19], 1997).

The Phase I project was aimed at developing a two-dimensional hydrodynamic
model of oil containment by booms, to be used to investigate oil containment failure
(Figs. 1.1 and 1.2). It was envisioned that this numerical model and its future
improvements would help us both gain fundamental insight into oil containment failure
mechanisms and outline strategies and methods for limiting the occurrence and/or
the intensity of such failures, in actual field situations. Due to its more catastrophic
nature, the failure mode referred to as critical accumulation was the main object of
the study (Figs. 1.2 and 1.3).

Three main technical tasks were initially identified : (i) numerical model selection
and design; (ii) model testing and validation; and (iii) application to oil containment
failure. Extensive literature review and analysis of the physical, theoretical, and
numerical problems relative to oil containment were conducted as part of task (i)
(Grilli et al. [17], 1996). Based on this review, an initial simple modeling strategy,
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Figure 1.1: Planview of typical set-up for oil containment by : (a) a towed boom
(ocean); or (b) a static boom (river). Arrows mark the direction and magnitude of
the relative velocity U between boom and water.

using piecewise-constant Vortex Sheets (PCVS) to model the interfaces between fluids,
was selected (hereafter referred to as the Phase I model). The Phase I model was
implemented, validated, and used to predict oil containment failure, as part of tasks
(ii) and (iii). In all cases, model results qualitatively showed the expected failure
modes and the correct sensitivity to changes in physical parameters (e.g., Fig. 1.4).
Details of the Phase I model development, implementation, and results can be found
in Grilli et al. [17, 18].

The Phase 11 project involved various improvements of the Phase I model, hereafter
referred to as the Phase I models, at both the level of the modeled physics (e.g.,
inclusion of friction effects at the oil-water interface) and the numerical methods used
(e.g., higher-order Vortex Sheet discretization and time updating techniques). More
specifically, model developments in Phase II studies focused on three major aspects :

(i) improving the Piecewise Constant Vortex Sheet (PCVS) models, both periodic
and non-periodic, developed during Phase [ studies; for the non-periodic PCVS
model, in particular, improvements were aimed at better addressing problems
with complex boundary geometries (as needed to correctly include booms in VS
models);

(ii) developing and implementing a more accurate higher-order model, based on
Continuous Vortex Sheets (CVS), which will ultimately provide a better repre-
sentation of hydrodynamic instabilities in the oil containment problem (Grilli

and Hu [21], 1997); and

(iii) both implementing and validating a numerical method for calculating the quasi-
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Figure 1.2: Sketch for initiation of oil containment failure by eritical accumulation,
with mention of important parameters : U, water-boom relative tow/flow velocity;
U,,, oll-water relative velocity at the interface; p,, p., oil and water density, respec-
tively; 0ow, Ooa, Oaw, interfacial tension coefficients for oil-water, oil-air, and air-water,
respectively; Cy, oil-water interfacial friction coefficient; ¢, oil slick depth; MWL,
Mean Water Level.
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Figure 1.3: Experimental shapes of oil slicks measured in Delvigne’s [9] (1989) exper-
iments with Arabian light emulsion (v, = 23 m?/s) for relative water-boom velocity
U =a:0.065b:0.095; c: 0.128; and d : 0.145 m/s. The figure shows the increase
in size of the headwave and the shortening of the slick as U increases from curve a
to ¢ and, finally, the failure by critical accumulation with the oil slick draining under
the boom in curve d.
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Figure 1.5: Results for periodic KH instability with wavelength A = 0.1m, | U |= 0.5

m/s, ¢ =1, and 0, = 0. curves show interfacial shape at time ¢ (s) =
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Despite their accuracy and relevance, the main drawbacks of the numerical models
developed in Phases I and II, however, were that : (i) they did not really include a
boom and a slick of finite length, but concentrated in the headwave region of the
slick where Kelvin-Helmholtz (KH) instability waves were created; and (ii) except for
the computation of the equilibrium quasi-steady shape of a slick, there had been no
comparison (and thus calibration) of the time dependent models with experimental
results. The development of a complete time dependent model of oil containment by
a boom, and its experimental validation and calibration, were conducted as part of
the Phase III studies described in this report. The new extended model, referred to
as SlickMap, was implemented in a user-friendly interactive interface. Model results
were compared with experimental data obtained in the University of New Hampshire
(UNH) two-dimensional recirculating flume and three-dimensional data obtained at
the OHMSETT (The National Oil Spill Response Test Facility) flume in New Jersey,
which is operated by the Minerals Management Service (MMS). Dissipation mecha-
nisms in the model (interfacial friction, slick circulation,...) were calibrated based
on results of experiments.

In Chapter 2 of this report, we present results and discussions of experiments con-
ducted at OHMSETT. In Chapter 3 of this report, we present results and discussions
of experiments conducted at UNH. In Chapter 4, we present the theoretical develop-
ment and validation of SlickMap model. And, in Chapter 5, we give a detailed user’s
manual for SlickMap.

In the following sections, we give a summary of key findings (from both the lit-
erature and this and earlier phases of this study), regarding oil containment failure,
as well as a quick overview of laboratory experiments carried out at OHMSETT and

UNH, and of SlickMap model.

1.1 Problem overview

Booms are one of the most commonly used techniques to collect and contain oil on
the sea surface, or to protect specific areas against slick spreading by containment
or diversion. In the collection mode, floating boom systems are deployed on the free
surface, usually in U or V configurations, and towed towards the oil slick. In the
diversion mode, they are used to direct oil to the shoreline or sheltered area.

The containment of oil by a boom is illustrated by the sketches in Fig. 1.1, which
correspond to both an ocean situation in which a boom is towed by a boat at relative
speed U over the water, and a river situation in which a fixed boom is placed across
a river flow with current UU. In both cases, oil accumulates inside the boom with the
maximum accumulation occurring at the boom catenary’s apex, where the maximum
relative water velocity is observed. Considering the location of accumulation and the
small curvature of the boom geometry around the apex point, it is often acceptable
(as a first approximation) to simplify this essentially three-dimensional problem to a



two-dimensional one in the vertical plane intersecting the boom’s apex (Fig. 1.2). We
will see that this hypothesis is confirmed by experiments conducted at OHMSETT
(Chapter 2). Assuming a large enough water depth, it is also reasonable to assume
that, for both cases sketched in Fig. 1.1, the boom does not move and the water flows
under the boom at a tow/flow velocity U, equal to the relative boom-water velocity.

In order to collect as much oil as possible in the shortest possible time, it is
desirable to have a relative velocity which is as large as possible. For typical floating
booms equipped with vertical skirts, however, various hydrodynamic instabilities at
the oil-water interface, however, contribute to a fairly low practical limit for the
relative velocity, on the order of 0.5 m/s or about 1 knot. In fact, for the idealized
problem sketched in Fig. 1.2, laboratory observations show that interfacial waves
start developing at the oil-water interface for relative current speeds, U ~ 0.15 m/s.
For larger speeds, these waves become unstable and, in most cases, lead to substantial
or even total loss of oil under the boom (Agrawal and Hale [1], Lau and Kirchifer [32],
Wicks [44], Wilkinson [45, 46]).

In the literature, such instabilities are referred to as boom containment failure
modes and three main types (or modes) of containment failures have thus far been
identified. [Note that, in addition to these failure modes which occur in calm weather,
the effectiveness of the boom in containing oil can be severely limited by the hydro-
dynamic behavior of both the boom and the slick under extreme weather conditions
that may create high seas. Such factors have not been considered in the Phase I to

[T studies.] :

o drainage failure, where an increase in relative water-boom velocity U leads to
an increase in interfacial friction stresses, causing both a shortening and a thick-
ening of the slick beyond the barrier draft d, leading to containment failure;

o entrainment failure, where, for high relative oil-water velocities and low viscosity
oils (v, j 3,000 cSt), large interfacial stresses occur and induce shear instabilities
at the oil-water interface characterized by the formation of small fast-moving
interfacial waves (ripples); for sufficiently large U (on the order of 0.25 m/s),
these waves may grow unstable and break, leading to subsequent entrainment
of oil droplets in the underlying flow;

e crilical accumulation, where, for oils with larger viscosities (v, > 3,000 ¢St or
so) and velocity U usually lower than for the other two modes (U, ~ 0.15 m/s),
the interface develops slow-moving larger scale oscillations (headwave) which
eventually cause all of the oil to escape under the barrier, independent of barrier
draft d (Fig. 1.3). This failure mode can also be see in UNH experiments in
Chapter 3 (e.g., Fig. 3.1).

Grilli et al. [17] conducted an exhaustive literature review of the oil containment
problem and identified the key parameters and physical phenomena governing the



three failure modes listed above. They showed, in particular, that critical accumula-
tion 1s the dominant failure mode for high viscosity oils that are found in many real
slicks (Delvigne [9], Johnston et al. [27]). [In fact, due to weathering effects, oil slick
viscosity increases rapidly with time for many oils.] They also clearly showed that in-
terfacial waves occurring during entrainment and critical accumulation failure modes
are both initiated and sustained by shear instability at the oil-water interface, usually
referred to as a Kelvin-Helmholtz (KH) instability (Benjamin [5], Drazin [11], Jones
[28], Rangel and Sirignano [38]). Based on these findings, Grilli et al. focused on
numerical modeling of KH instability (in the context of oil containment by a boom)
as the main objective for Phases I and II of this project.

KH instabilities at the oil-water interface result from the interplay of the following
physical processes and parameters (Fig. 1.2),

o the relative water-boom velocity U, which controls the magnitude of interfacial
friction forces and triggers and sustains KH instability (see Section 2.5.2 in
Phase 11 report);

o the fluid density difference Ap,y = puw — po, Which affects both slick thickness
and spreading forces. [In applications, this parameter is often represented by the
value of the oil/water density ration ¢ = p,/pw =1 — Apow/puw.] (see Chapter
4 in Phase II report);

o Ap,, or @, and the surface tension coefficient at the oil water interface, ,,,
which both affect the growth of interfacial KH waves (see Section 2.5.2 in Phase
IT report);

e the interfacial friction coefficient C'y, which controls the magnitude of interfacial
friction forces (and thus affects oil slick thickness) and is dependent on interfacial
shape (including irregularities due to KH waves) (see Chapter 4 in Phase II
report);

o oil viscosity v,, which damps out short interfacial waves and limits the strength
of internal circulation cells within the oil slick (hence justifying a quasi-hydrostatic
assumption for highly viscous oil slicks).

Other parameters of lesser importance are o,,, and o,,, the air-water and oil-air surface
tension, respectively.

Many experimental and theoretical studies were pursued in the 1970’s to under-
stand the physics of oil containment by a boom and to identify the conditions leading
to containment failure. More recently, there has been a renewed interest in studying
this problem and attempts were made to use numerical modeling tools (Zalosh [47],
Bai and Kim [2], Clavelle and Rowe [7], Ertekin and Sundararaghavan [13]). Among
the existing models, however, only the work by Zalosh [47] included the key parame-
ters, listed above, affecting interfacial instability, whereas the other models [2, 7, 13]



concentrated on representing fluid behavior in the bulk of the oil and water domains
in front of and/or behind the boom, and totally ignored surface tension and KH waves
on the oil-water interface.

In proposing the FY94 Phase I project, considering the high degree of complexity
of physical mechanisms involved, it was anticipated that the developed model would
only be a first step towards a more comprehensive model of oil containment that could
eventually provide practically useful results. In Phase I, we thus identified three major
phases in model development, corresponding to successive improvements of the level
of physical phenomena modeled and, hence, also of modeling accuracy (see Grilli et
al. [17]). The approach selected for the initial model, the Phase I model, was based
on Zalosh’s model with both improved governing equations and numerical solution
(see Grilli et al. [17]).

Development and implementation of the Phase II models took place as part of the
FY95 project. it was shown that the Phase II models provided significant improve-
ments of both the level of physics modeled and the numerical accuracy, compared to
the Phase I model (see Grilli et al. [19]). In particular, quantitative results were given
showing :

o effects of the key factors listed above, on the growth rate of interfacial KH
instabilities;

o results of computations were given for the failure of a contained slick due to
instabilities in the headwave;

e Finally, quantitative predictions for the equilibrium steady-state shape of a con-
tained slick were given, which compared favorably with existing experiments.

As a summary, Fig. 1.6 gives an overall flowchart for the model development
procedures followed during Phase II, with the model extensions and experimental
validation/calibration tasks anticipated to be carried out in Phase III, at the end of
Phase II studies. As indicated in the figure, the major progress in Phase Il models,
as compared to the Phase I model, were made in the development of new numer-
ical algorithms for the periodic (KH instability) and non-periodic (oil-slick with a
boom) Piecewise Constant Vortex Sheet (PCVS) models, and in the establishment
and implementation of a higher-order model (CVS) of the same problems. Numeri-
cal/qualitative validation of the newly developed models were carried out at all stages
of model developments, using both convergence tests and lower-order theoretical so-
lutions (e.g., the linearized KH instability problem by Lamb [31]). As indicated, both
the PCVS and the CVS models and related algorithms were alternately tested for the
KH instability case, which contains infinite vortex sheets with periodic disturbances,
and for an oil-boom containment setting, similar to that in Fig. 1.2, which consists
of multiple discretized vortex sheets and several infinite sheets.

As shown in Fig. 1.6, Phase III studied involved :

10
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e carrying out and analyzing laboratory experiments of oil containment by booms

(OHMSETT and UNH; Chapters 2 and 3);

e the development of a comprehensive efficient oil-slick boom model (referred to
as SlickMap), implemented into a user-friendly interface (Chapters 4 and 5);

e Using the experimental data to calibrate/validate SlickMap model.

1.2 Review of laboratory experiments

1.2.1 OHMSETT experiments

Experiments were conducted at the MMS operated OHMSETT facility (National
Oil Test Facility) in Sandy Hook New Jersey, during August 1997, May 1998, and
September 1998. The purpose of these tests was four-fold :

e to better understand the physics of containment failure by critical accumulation;

e to provide experimental data for straight booms, that will allow the two-dimen-
sional oil spill containment model SlickMap to be properly calibrated;

e to study the effect of boom draft on containment failure;

e to compare results obtained for a catenary shape boom (Figs. 1.1 and 2.10) to
those obtained for a straight boom, and thus validate the use of SlickMap for
actual three-dimensional towed booms;

o to compare OHMSETT large scale experiments to experimental results obtained,
for smaller scales, at the University of New Hampshire (UNH), in well controlled
laboratory conditions.

OHMSETT’s facility is composed of a large scale open air tow tank filled with
sea water (Fig. 2.1). Tests were performed that matched the type of boom geometry
represented in the two-dimensional SlickMap model, i.e., straight booms with vertical
plane skirts located below a float (e.g., Fig. 1.2). One of the booms was also tested
in catenary shape, to compare results to those of straight booms (September 1988).
For each boom, tow speed U was increased up to containment failure, for a number
of oil slick volumes. Two types of oils were successively tested for each boom (Sundex
8600T and Hydrocal 300). The main data recorded in the tests was the slick length
L measured along the tank axial direction, as a function of tow speed U.

A comparison of results obtained for each type of oil is made as a function of boom
draft, and these results are used to estimate the average friction coefficients at the
oil-water interval, which is used to initialize SlickMap Stage 1 model.

Full account of OHMSETT experiments and of their analysis is given in Chapter
2.
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1.2.2 UNH experiments

From 1997 to 1999, the University of New Hampshire (UNH) conducted laboratory
experiments of oil containment by booms, as part of a collaborative effort coordinated
with URI’s study.

URI analyzed UNH’s experimental results, independently of UNH’s own analyses
of their results, reported in their reports for Phases Il and III. The purpose of our
analyses was two-fold :

e to learn more about the physics of oil containment failure by critical accumula-
tion, in order to refine SlickMap numerical models;

o to calculate experimental values of friction coefficient variations along the water-
oil interface, in order to define a functional variation of friction, to be used in

SlickMap models for Stages 2 and 3.

UNH’s experiments used Sundex oil, and took place in two flumes with a recircu-
lating fresh water current, in a set-up similar to Delvigne’s [9] (1989) experiments. For
the latest set of experiments (August 1999), both the flume and the data acquisition
system were upgraded. The barrier used to represent the boom consisted of a vertical
plywood board with draft d = 0.038 or 0.064 m (as in [9]). Rubberized horsehair was
placed over a 0.2 m layer in front of the barrier, to inhibit corner vortices (e.g., Fig.
3.1). Oil was introduced in the flume while a low flow velocity U = 0.07 m/s was
maintained, in order for the oil to collect in front of the barrier. The flow speed was
then increased by increments, up to containment failure. After each speed increase,
measurements were taken after the slick reached a new equilibrium shape.

In June 1997, the URI team was provided with initial results of experiments con-
ducted in May 1997 by UNH. Results were given in the form of digitized pictures of
slick profiles taken through the tank transparent sidewalls, using a high resolution 35
mm video camera (see UNH’s Phases Il and III reports). In August and September
1997, similar results, but with a higher resolution, were provided. Finally, in August
1999, more results of the same type, obtained in the upgraded flume, were provided
in the form of digitized water-oil interfaces.

Full account of UNH experiments and of their analysis is given in Chapter 3.

1.3 Principle of SlickMap models

SlickMap Models simulate the time evolution of an oil slick contained by a straight
boom, with vertical skirt, in a vertical, two-dimensional, plane going through the
boom middle (apex) section. The models were developed to work in three successive
stages : (i) Stage 1 model : static initialization of slick shape (Fig. 1.7); (ii) Stage
2 model : iterative initialization of the static slick shape, to find a quasi-hydrostatic
equilibrium for the initial current speed (Fig. 1.8); and (iii) Stage 3 model : dynamic
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time-stepping of the quasi-hydrostatic slick shape, until equilibrium is achieved for the
specified current or step change in current (Fig. 1.9), or containment failure occurs.
Description of the models’ input data and user interface are provided in a separate
user’s manual (Chapter 5).

In the models, only the global shape and behavior of the slick air-oil and water-oil
interfaces are modeled. Hence, no attempt is made to resolve the small scale features
of the slick geometry, although their effect is globally accounted for through using the
experimentally validated interfacial friction coefficient function (FCF), and various
other terms in the model.

The theoretical developments for SlickMap Model are detailed in Chapter 4. SlickMap
models are based on assuming an ideal flow in the water (i.e., incompressible, inviscid,
and irrotational) and a quasi-hydrostatic equilibrium in the oil slick. Various friction
and dissipative effects are included at the oil-slick interface (head loss—energy dissipa-
tion, shear effects on the oil-water interface, approximate viscous circulation within the
slick, effects of slick inertia). In Phases I and II models, the ideal flow approximation
was expressed as a Vortex Sheet (VS) formalism, i.e., in a vorticity/circulation type
flow representation. This led to using Biot-Savart boundary integral equations to de-
scribe the flow in the water (Batchelor [4]). Periodic interfacial instabilities were very
accurately and efficiently modeled using a higher-order continuous VS model (Grilli
and Hu [21]). In Phase III, however, it was determined that Biot-Savart equations
expressed in a time dependent VS model, did not accurately satisfy no-flow conditions
at solid boundaries, such as the boom. Hence, Stages 2 and 3 model formalisms were
switched to using a velocity potential representation, instead of the circulation on the
various interfaces, in which the normal flux naturally appears. Basically, however,
the levels of approximation and the modeled physics are identical for Phases 11 and
IIT (see Chapter 4 for details of the analogy of potential flow and VS method). The
potential flow approach in SlickMap models is governed by continuity equation, ex-
pressed as a Boundary Integral Equation, using Green’s 2nd identity. This equation
is solved in Stage 2 and 3 models, using a higher-order Boundary Element Method
(BEM).

Interfacial friction is calibrated in SlickMap models, using results of laboratory
experiments (OHMSETT and UNH; see Chapters 2 and 3). For a given boom, the
model solution is calculated for a specified oil slick volume per unit width of boom
(V,; i.e., the linear volume), oil and water densities (p, and p,,), oil viscosity (v,),
flow/tow speed (U), average interfacial friction coefficient for an initial low speed U,
(Ctm), and headwave length parameter (Y). Model results include slick length (L),
maximum slick depth at the boom (D), and oil slick geometry as a function of time

and U.
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1.4 Principle of SlickMap’s interactive user inter-
face

SlickMap models are programmed in FORTRAN. SlickMap’s interface is implemented
as an interactive user-friendly set of graphical tools, developed using the Visual
Basic™ language, for a PC window environment. The interface allows for an ed-
ucated user to easily set-up, run, and visualize results of the oil slick containment
models implemented in SlickMap. These models, referred to as Stage 1, 2, and 3
models, as mentioned above, typically involve the input of geometric data (e.g., oil
volume, boom draft and width,...), physical data (e.g., oil type, density, viscosity,
interfacial tension, water current, ...), and numerical parameters (e.g., grids, dis-
cretization, number of iterations, maximum numerical errors,...). SlickMap’s inter-
face makes it easy to input the required data while offering standard default values
whenever possible, automatically generating model grids, or allowing for accessing
data bases of existing laboratory/experimental data. SlickMap lets the user interac-
tively run the models, visualize the results as graphics (e.g., Figs. 1.7, 1.8, 1.9) or as
list of numbers, and change the problem data. A detailed user’s manual for SlickMap
software is given in Chapter 5.
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Chapter 2

Experiments at Ohmsett

2.1 Introduction

Experiments were conducted at the MMS operated OHMSETT facility (National
Oil Test Facility) in Sandy Hook New Jersey, during August 1997, May 1998, and
September 1998. The purpose of these tests was four-fold : (i) to better understand
the physics of containment failure by critical accumulation; (ii) to provide experimen-
tal data for straight booms, that will allow the two-dimensional oil spill containment
model SlickMap to be properly calibrated; (iii) to compare results obtained for a cate-
nary shape boom (Fig. 2.10) to those obtained for a straight boom, and thus validate
the use of SlickMap for actual three-dimensional towed booms; (iv) to compare OHM-
SETT large scale experiments to experimental results obtained, for smaller scales, at
the University of New Hampshire (UNH), in well controlled laboratory conditions.

OHMSETT’s facility is composed of a large scale open air tank (203.44 m long
(6677), w = 19.812 m wide (65’) with a 2.4 m water depth (8")), filled with sea water
from the nearby Sandy Hook Bay (with average salinity S =~ 2.4%). The tank is
equipped with a tow carriage, operated from a control tower located at one of the
tank’s extremities. The tow carriage is composed of a main bridge, directly attached
to the tow cables, on which the crew and measuring equipment are located, and an
auxiliary bridge, set at a fixed distance from the main bridge, to which the tested
booms are attached. This bridge also has oil reservoirs (Figs. 2.1 and 2.2).

Tests were performed that matched the type of boom geometry represented in
the two-dimensional SlickMap models, i.e., straight booms with vertical plane skirts
located below a float (e.g., Fig. 4.1). Booms placed in catenary shape were also tested,
to compare results to those of straight booms (September 1988). Oil containment was
tested for three booms of different type and draft, at various tow speeds U € [0, 1]
knot, and for a number of slick volumes of oil v, (in m?). In each case, tests were run
by incremental speed steps, from low to high speed values, up to reaching containment
failure. Two types of oils were successively tested for each boom (Sundex 8600T and
Hydrocal 300). In addition to the standard environmental variables, such as air and
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Figure 2.1: View of OHMSETT facility from the control tower, with both auxiliary
(in the front) and main (in the back) bridges of the tow carriage.

water temperature, and wind speed, the main data recorded in the tests was the slick
length L along the tank axial direction (see, e.g., Fig. 4.1) measured as a function
of tow speed U. In all the tests, an underwater video camera was used to record the
shape of the water-oil interface during the experiments.

2.2 Experimental data and results

2.2.1 Data Collection

The data obtained during each experiment included electronically and manually col-
lected data.

The electronically collected data (water temperature, water level, wind speed and
direction, tow carriage speed, etc...) was automatically measured by various sensors,
and remotely recorded by computers located on the third floor of the OHMSETT
Control Tower. [Note that the accuracy of tow carriage speed measurements is + 0.01
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Figure 2.2: View of auxiliary bridge and control tower at OHMSETT.

knot.] An underwater camera as well as a hand held camera were used to capture
videos of the experiments from various positions. The underwater video camera was
remotely operated by joysticks located on the main bridge of the tow carriage. The
assigned operator used a control monitor to decide whether to zoom in or out and
move the underwater camera. Some electronically collected data was monitored at
locations other than the data collection computer, in order to control test conditions.
The distribution pump rate and test fluid volume, for instance, were monitored on
the main bridge, by operating technicians, as well as recorded on the data collection
computer.

Manually collected data in these experiments, i.e., the slick length [ from the
boom to the leading edge for each level of tow speed U, was measured and recorded
by an assigned technician located on the auxiliary bridge, using yardstick, measuring
tape and grids installed for that purpose above the slick (see details below). Since
the slick leading edge was not usually perfectly straight across the tank width, it was
also the task of the technician to make the best visual reading of the average location
of the slick leading edge (point O in Fig. 4.1). By comparing repetitions of identical
experiments, we will see that such visual readings are fairly accurate.
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‘ 01l ‘ p (Kg/m.s) ‘ ® ‘ Owo (N/m) ‘ Ooa (N/m) ‘ Solids and H,O ‘
Sundex 9.2 0.938 0.0344 0.0380 2.0%
Hydrocal 0.128 0.894 0.0259 0.0336 1.0%

Table 2.1: August 1997 tests. Nominal Oil Properties measured at OHMSETT at 25°
C.

Oil and water property data were measured by the chemical technician, using fluid
samples collected during the test period.
For each experiment, the test procedure was as follows :

e move the main and auxiliary bridges to the beginning of the tank (tower side);
e increase tow carriage speed to U = 0.2 knot;
e release premeasured oil volume v, in front of the boom:;

e allow for the oil slick to stabilize in shape and make a record of its initial length

L;
e incrementally increase bridge speed by 0.05 knot;

e wait for the slick to stabilize and read the slick length L(U) for each incremental
speed level;

e stop experiment at tank extremity or at containment failure.

2.2.2 August 1997 experiments

For these experiments, the auxiliary bridge was set 8.85 m (29’) behind the main
bridge axis. A straight fence-type boom (later referred to as Boom # 2), with skirt
draft d = 0.305 m (12”), manufactured by Applied Fabric Technology Inc., was used in
these experiments. This boom was attached to vertical sliders, themselves located at
each extremity of the tow carriage auxiliary bridge. Hence, the boom length was very
close to the tank width w. The boom was made of a continuous skirt with 16 shallow
draft floats located on both sides of the boom 1.219 m apart (Fig. 2.3). The water
depth in the tank was 2.4 m. In this first series of tests, two calibration experiments
were first run, with no data being recorded. Ten tests were then conducted, seven of
which used Sundex 86007T oil (experiments 3 to 9) and three of which used Hydrocal
300 oil (experiments 10 to 12). The density of Sundex and Hydrocal oils for these
experiments, measured afterwards on oil samples in OHMSETT’s laboratory, was
po = 955 kg/m? and 897 kg/m?, respectively. Other corresponding physical data are
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Figure 2.3: Boom used in August 1997 and May 1998 experiments. View of 127 draft
Boom # 2 at containment failure with Sundex oil. Note, the vertical boom skirt and
the buoyancy floats on both sides of the boom.

given in Table 2.1, i.e., dynamic viscosity p, ¢ = p,/pw, interfacial tension water-oil
0wo and surface tension oil-air, o,,, and solid and water part. The tank water density
was p, = 1,018 kg/m®. Experiments 3 to 5 used v, = 0.627 m® (165 gal.) of Sundex
oil (see below for an explanation of why this volume was selected), experiments 6 and
7 used v, = 1.9 m® (500 gal.) of Sundex oil, and experiments 8 and 9 used v, = 3.8
m? (1000 gal.) of Sundex oil. Experiments 10 to 12 used v, = 1.9 m® (500 gal.) of
Hydrocal oil.

In these experiments, a vertical plastic grid, with known mesh size (4” horiz. by
5/8” vert.), was installed in the tank, 13.564 m (i.e., 44.5" or 68.5% of the tank width)
from the West sidewall. This was done in order to have an easy way of measuring
slick length both above and under the water (as seen on video footages). The vertical
grid was attached to the auxiliary bridge, 0.419 m in front of and perpendicular to
the boom axis, and was taut in between two vertical cylindrical poles. The grid draft
was 1.067 m and its emerged part was 0.76 m high. A 4’ yardstick was attached both
to the top part of the grid and to the boom axis, to accurately measure the small
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slick lengths. In each experiment, oil was poured in front of the boom, in between the
West wall and he grid.

Due to the grid, however, particularly for the more viscous Sundex oil and the
smaller volume (v, = 165 gal.), it was observed that oil would stick to the grid and be
partly prevented from flowing to the other side of the grid, hence, effectively increasing
the measured slick length for each specified volume of oil. By carefully estimating the
proportion of oil flowing to the other side of the grid, correction factors k,, to be
applied to each poured volume of oil v, were developed and used to calculate the
effective linear volume of oil V, (see Tables 2.2 and 2.3) defined as,

Uy

Vs

= T (2.1)
with &, = 0.75,0.95, and 0.97 for v, = 165, 500 and 1,000 gal. of oil, respectively.
[Note, due to this unexpected problem with the grid, it was decided not to use the
grid in later experiments carried out at OHMSETT as part of this study.]

Another factor affecting slick length, as compared to a simple straight barrier with
plane skirt (such as used in SlickMap model and UNH experiments) is the presence
of floats in front of the boom skirt. Detailed shapes for the floats were provided by
the OHMSETT crew, and the horizontal area covered with floats on the slick side
was calculated to be 0.1108 m? per float or a total of 1.772 m? for 16 floats. Over
the width of the tank, this also corresponded to an average slick length increase of
AL = 0.0895 m. Hence, the effective slick length was calculated (see Tables 2.2 and
2.3) as,

L=1-AL (2.2)

where L denotes the measured value.

The data measured for Sundex oil is given in Table 2.2 and plotted in Fig. 2.4,
and the data measured for Hydrocal oil is given in Table 2.3 and plotted in Fig. 2.5.
In each figure, an exponential curve fit has been applied to each data set obtained for
the same volume of Sundex or Hydrocal oil,

L=AePY (2.3)

Curve fit coefficients A and B and corresponding R? values are given in Table 2.4.
Each curve fit is good, with R? ~ 1. All the results for Sundex oil look quite similar in
shape, i.e., with a similar rate of exponential decay in the relationship between slick
length and tow speed (similar B coefficients in Table 2.4). Note that, in Fig. 2.5, the
curve fit obtained for tests # 6 and 7 with 500 gal. of Sundex oil has been plotted
for comparison with tests 10 to 12 which feature an identical volume of Hydrocal oil.
We see that the slick obtained for Hydrocal oil is 2.5 m to 1.3 m longer than the slick
obtained for Sundex oil, when speed is increased from U = 0.2 to 0.8 kn. This could
be due to the much smaller viscosity of the Hydrocal oil, as compared to the Sundex
oil (about 27 times smaller in those tests).
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Figure 2.4: August 1997 experiments. Measured oil slick length [ as a function of
tow velocity U for Sundex oil and experiments : (a) (o) 3, (A) 4, (x), 5 (165 gal.);
(b) (o) 6, (A) 7 (500 gal.); (c) (o) 8, (A) 9 (1000 gal.). In each figure, (—) indicates
an exponential curve fit to the data (see Eq. (2.3) and Table 2.4).
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Figure 2.5: August 1997 experiments. (—) Measured oil slick length L (m) as a
function of tow velocity U for Hydrocal oil and experiments : (o) 10, (A) 11, (x),
12 (500 gal.). (—) indicates an exponential curve fit to the data (see Eq. (2.3) and
Table 2.4) and (- - - -) is the fit to Sundex tests 6 and 7.
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Figure 2.6: August 1997 experiments. Scaled oil slick length L. to nominal volume
V, = 0.0316 m®/m , as a function of tow velocity U for Sundex oil experiments :

(—o—) 3 to 5 (165 gal.), (- - -A---) 6,7 (500 gal.), and (— - x—-), 8,9 (1000 gal.).

Lines indicate exponential curve fits to the scaled data for each set of experiments.
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V, (m®/m) [ 0.0422 | 0.0422 | 0.0422 | 0.1010 | 0.1010 | 0.1977 | 0.1977
U (kn) #3 | #4 | #£5 | #£6 | #£7 | #£8 | #9

0.2 2.312 | 2.324 | 2.292 472 | 10.98
0.25 1.981 | 1.988
0.3 1.6072 | 1.676 | 1.836 | 3.607 | 3.289 | 7.531 | 7.378
0.35 1.524 | 1.46 6.519
0.4 1.252 | 1.219 | 1.228 | 2.266 | 2.375 | 5.118 | 4.864
0.45 1.016 | 1.076 1102 | 3.669
0.5 0.072 | 0.889 | 0.848 | 1.631 | 1.626 | 3.568 | 3.314
0.55 0.762 | 0.721 3.213 | 2.806
0.6 0.66 | 0.644 | 1.174 | 1.156 | 2.73 | 2.73
0.65 0.588 | 0.568 2.451 | 2.451
0.7 0.533 | 0.532 | 0.894 | 0.002 | 2.222 | 1.968
0.75 0.468
0.8 0.416 | 0.64
0.85 0.368

Table 2.2: August 1997 experiments. Effective oil slick length I measured as a func-
tion of tow velocity U for Sundex oil (experiments 3 to 9). Note, V, is the corrected
linear volume of contained oil.

For comparing with UNH May 1997 laboratory experiments (Chapter 3), which
used 9.8 gal. of Sundex oil in a tank w’ = 1.18 m wide, i.e., for which the nominal
linear oil volume was V, = 0.0316 m®/m, a volume of oil equal to 9.8 w/w'=165 gal.
of Sundex oil was initially used in this first set of experiments. [It turned out that,
due to the use of horsehair and other experimental factors at UNH, the actual linear
volume measured on the data collected in UNH experiments (in the form of digitized
images) was later found to be smaller, equal to V, = 0.0253 m®/m. Also, note that
the boom draft used at UNH was also smaller, equal to d = 0.064 m.] For sake of
comparison between OHMSETT and UNH results, experiments 3 to 9 with Sundex
oil were linearly scaled to the value of UNH’s nominal linear volume, V, = 0.0316
m?/m, by multiplying the observed slick lengths by the ratio of corresponding linear
volumes taken from Table 2.2. Results are plotted in Fig. 2.6 and we see that all the
measured data for the three volumes of oil nicely collapse onto a single relationship.
An exponential curve fit to all the scaled data for experiments 3 to 9 gives R* = 0.986,
A =3.136 and B = 3.242. The comparison of these scaled results with UNH results
will be presented later in this Chapter.
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Figure 2.7: Test set-up for 6” shallow draft Boom # 1 used in May 1998 experiments.
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V, (m*/m) || 0.1010 | 0.1010 | 0.1010
U (kn) #10 | #11 | #12
0.2 6.706 | 7.315 | 7.62
0.25 6.096
0.3 5.258 | 5.6642
0.35 4.928 4.877
0.4 4.369 | 4.445 | 4.267
0.45 3.607 4.064
0.5 3.048 | 3.20 | 3.658
0.6 2.591 | 2.718 | 2.870
0.7 2.388 | 2.5146 | 2.616
0.8 2.235 | 2.235
0.9 1.981 | 1.829

Table 2.3: August 1997 experiments. Effective oil slick length I measured as a func-
tion of tow velocity U for Hydrocal oil (experiments 10 to 12). Note, V, is the corrected
linear volume of contained oil.

‘ Tests H R? ‘ A ‘ B ‘
# 3.4,5 0.995 | 4.254 | 3.286
# 6.7 0.996 | 8.642 | 3.282
# 89 0.979 | 18.259 | 3.141
# 10,11,12 || 0.961 | 9.472 | 1.956

Table 2.4: August 1997 experiments. Exponential curve fit coefficients for tests 3-12
(see Eq. (2.3)). Note, L is expressed in meters and U in knots.

2.2.3 May 1998 experiments

A total of fourteen tests were conducted at OHMSETT in May 1998, eight of which
used Sundex 86007T oil (experiments 4 to 9, and 13,14) and six of which used Hydrocal
300 oil (experiments 1 to 3 and 10 to 12). The density of Sundex and Hydrocal oils for
these experiments, measured afterwards on oil samples in OHMSETT’s laboratory,
was p, = 946 kg/m? and 911 kg/m?, respectively. The tank water temperature was
21° C and salinity S = 1.32%. This led to a density p, = 1,015 kg/m?*. Other
corresponding physical data are given in Table 2.5.

A boom, manufactured by Slickbar Inc., with shallow skirt draft d = 0.153 m (6”)
was used for the experiments 1 to 7 (Boom # 1; Fig. 2.7) and the same straight boom,
with skirt draft d = 0.305 m, as used in the August 1997 experiments, was used for
tests 8 to 14 (Boom # 2; Fig. 2.3). Boom # 1 had a small cylindrical buoyancy float
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‘ 01l ‘ p (Kg/m.s) ‘ @ ‘ Owo (N/m) ‘ Ooa (N/m) ‘ Solids and H,O ‘
Sundex 22.0 0.932 0.0288 0.0355 1.6%
Hydrocal 0.313 0.898 0.0234 0.0357 5.5%

Table 2.5: May 1998 tests. Nominal Oil Properties measured at OHMSETT at 25°
C.

Boom #1 #1 #1 # 2 # 2 #2

U(kn) || #1 # 2 #3 | #10 | # 11 | # 12
0.3 1.676 | 1.626 | 1.676 | 1.575 | 1.485

0.35 1.473 | 1.524 | 1.321 | 1.358 | 1.430
0.4 1.397 | 1.219 | 1.448 | 1.067 | 1.232 | 1.278
0.45 1.092 | 1.304 | 0.864 | 1.105 | 1.104
0.5 1.092 | 0.914 | 1.118 | 0.711 | 0.927 | 0.977
0.55 0.813 | 1.012 | 0.559 | 0.799 | 0.875
0.6 0.711 | 0.660 | 0.838 | 0.457 | 0.717 | 0.762
0.65 0.559 | 0.635 | 0.356 | 0.584 | 0.635
0.7 0.381 | 0.457 | 0.533 | 0.279 | 0.507 | 0.523
0.75 0.330 | 0.407 | 0.229 | 0.436 | 0.486
0.8 0.254 | 0.254 | 0.229 | 0.179 | 0.389 | 0.415
0.85 0.152 | 0.140 | 0.369 | 0.369
0.9 0.308 | 0.308

Table 2.6: May 1998 experiments. Effective oil slick length I measured for Booms #
1 and # 2, as a function of tow velocity U for Hydrocal oil (experiments 1 to 3, 10 to
12).
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Boom #1 #1 | #1 | #1 #2 | #2 | #2 | #2
Ukn)| #4 | #5 | #6 | #7 | #8 | #9 | # 13 | # 14
0.2 1.659 | 1.549 | 1.499 | 1.473
0.25 1.449 | 1.372 | 1.394 | 1.285
0.3 1.221 | 1.143 | 1.093 | 1.164 | 1.180 | 1.231 | 1.307 | 1.053
0.35 1.043 | 0.909 | 0.889 1.002 | 1.125 | 0.977
0.4 0.839 | 0.698 | 0.656 | 0.808 | 0.824 | 0.824 | 0.901 | 0.875
0.45 0.713 | 0.561 | 0.554 | 0.605 | 0.723 | 0.647 | 0.748 | 0.672
0.5 0.581 | 0.455 | 0.452 | 0.478 | 0.573 | 0.494 | 0.647 | 0.570
0.55 0.433 | 0.328 | 0.382 | 0.362 | 0.451 | 0.392 | 0.530 | 0.469

0.6 0.281 0.206 | 0.332 | 0.290 | 0.443 | 0.367
0.65 0.154 0.250 | 0.189 | 0.367 | 0.316
0.7 0.052 0.182 | 0.138 | 0.316 | 0.249
0.75 0.090 | 0.240 | 0.229
0.8 0.177 | 0.158
0.85 0.113 | 0.127

Table 2.7: May 1998 experiments. Effective oil slick length L measured for Booms #
1 and # 2, as a function of tow velocity U for Sundex oil (experiments 4 to 9, 13, 14).

at the top (with diameter 0.216 m). Note that Boom # 2 was kept behind the shallow
draft Boom # 1, to more easily recover lost oil after containment failure of the first
boom.

For these experiments, the test region was limited to only a fraction of the tank
width, of length w, = 6.496 m in between two 2.44 m long vertical plywood boards
oriented along the tank main axis and fixed to the auxiliary bridge (Fig. 2.7). Wire
gridding was mounted on the oil side region of both plywood boards and measuring
tape was installed on the top of the leftward (West) board (Fig. 2.7). These measuring
devices were installed to make it easy for an observer on the auxiliary bridge to
measure the oil slick length. The source of o1l was as usual from the auxiliary bridge
oil distribution system. An oil pre-load hose was rigged at water level from the
auxiliary bridge to provide the most unperturbed conditions as possible, for the oil
slick to attain its initial steady-state shape at low tow speed (Fig. 2.7). A small
platform was placed on the West side of the auxiliary bridge to allow an observer to
monitor the experiments from a close proximity.

All of the experiments used v, = 0.152 m® (40 gal.) of Hydrocal or Sundex oil.
The linear volume value was V, = v,/w, = 0.0234 m®/m for all of these experiments
(which is close to UNH corrected linear volume; Chapter 3). Note that, for Boom #
2, the same correction in slick length as done for the August 1997 experiments (Eq.
(2.2)) was applied to the measurements, to account for the effects of buoyancy floats.

The corrected slick lengths L measured as a function of tow speed U in the ex-
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Figure 2.8: May 1998 experiments. Measured oil slick length L as a function of tow
velocity U for Hydrocal oil (v, = 40 gal.; V, = 0.0234 m®/m)) for : (a) Boom # 1 :
(o) 1, (A) 2, (x) 3; (b) Boom # 2 : (o) 10, (A) 11, (x) 12. In each figure, (—)
indicates a curve fit to the data and, in Fig. (b), (- - - -) is the scaled curve fit for the
August 1997 experiments with 500 gal. (V, = 0.101 m®/m) of Hydrocal oil for Boom

4 2 (Fig. 2.5).
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Figure 2.9: May 1998 experiments. Measured oil slick length L as a function of tow
velocity U for Sundex oil (v, = 40 gal.; V, = 0.0234 m®/m) for : (a) Boom # 1 : (o)
4, (A) 5, (x) 6, (¢) 7; (b) Boom # 2 : (0) 8, (A) 9, (x) 13, (¢) 14. In each figure,
(—) indicates a curve fit to the data and, in Fig. (b), (- - - -) is the scaled curve fit

for the August 1997 experiments with 165 gal. (V, = 0.0422 m®/m) of Sundex oil for
Boom # 2 (Fig. 2.4a).
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‘ Tests H R? ‘ A ‘ B ‘ C ‘
# 1,23 | 0.980 | 3.051 | -6.000 | 3.629
# 4,5.6,7 || 0.986 | 2.600 | -5.792 | 3.116

Table 2.8: May 1998 experiments. Quadratic curve fit coefficients for tests 1-7 for
Boom # 1 (see Eq. (2.4)). Note, L is expressed in meters and U in knots.

‘ Tests H R? ‘ A ‘ B ‘
# 11,12 0.989 | 3.709 | -2.756
# 8.9,13,14 || 0.963 | 4.680 | -4.325

Table 2.9: May 1998 experiments. Exponential curve fit coefficients for tests 11,12
and 8,9,13,14 for Boom # 2 (see Eq. (2.3)). Note, L is expressed in meters and U in
knots.

periments for both booms, and using both oil types, are given in Tables 2.6 and 2.7.
These results are also plotted in Figs. 2.8 and 2.9. In the experimental results for
Boom # 1 (Figs. 2.8a and 2.9a), quadratic polynomial curve fits were applied to the
data and plotted on the figures as (exponential fits did not provide as good R? values),

L=A+ BU + CU? (2.4)

with the values of coefficients given in Table 2.8. In the experimental results for
Boom # 2 (Figs. 2.8b and 2.9b), exponential curve fits similar to those applied to
the August 1997 experiments (Eq. (2.3)) were applied to the data and plotted on
the figures. Note that, in Fig. 2.8b, results for test # 10 lay quite below results for
tests # 11 and 12. It turns out that test # 10 was performed at 9.30 am on the
morning of the second day of experiments when, both the temperature was quite low
and a strong wind was blowing in the tank axis towards the boom. Both of these
effects led to a reduction of slick length (enhanced viscosity and wind stress). Test
# 11 occurred at 10.15 am when both the temperature was higher and the wind had
dropped to below 10 mph. We indeed see on the figure that results for tests # 11
and 12 (performed even later) agree well with each other. In view of these factors,
test # 10 was considered an outlyer and left out of further studies. In accordance,
the corresponding curve fit only includes tests # 11 and 12.

The curve fit results for the August 1997 experiments using Boom # 2, scaled
proportionally to their linear volume, have been plotted on Figs. 2.8b and 2.9b for
comparison. We see that the agreement between the August 1997 and May 1998
experiments is quite good, for both types of oil, despite the difference in experimental
set-up for Boom # 2.
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Figure 2.10: September 1998 experiments. Test set-up for 19”7 draft boom with cate-
nary shape.

‘ 01l ‘ p (Kg/m.s) ‘ @ ‘ Owo (N/m) ‘ Ooa (N/m) ‘ Solids and H,O ‘
Sundex 11.4 0.938 0.0345 0.0379 9.0%
Hydrocal 0.425 0.894 0.0270 0.0357 0.6%

Table 2.10: September 1998 experiments. Nominal Oil Properties measured at OHM-
SETT at 25° C.
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Figure 2.11: September 1998 experiments. Oil slick shape for 19” draft boom (Boom
# 3) with catenary shape.
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Figure 2.12: September1998 experiments. Oil slick shape for 6” draft boom (Boom
# 1) with catenary shape.
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Figure 2.13: September1998 experiments with : (- - - - - ) Boom # 1; (——) Boom #
3. (a) Theoretical catenary shape with correction for the first boom segment location
according to experiments. (b) Fraction of oil volume V, equivalent to a straight boom
of length w,.
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| Test# [[1[2[3[4][5]6 |7 [8[9[10]11]12]13]14]
Oiltype | S| S| S|S|S|S|S|H|H|H|H|H|H]|H
v, (gal.) [[36 [ 40 [ 36 [ 46 [ 36 |36 | 40 | 41 [ 33 [ 27 [ 27 [26 | 26 | 26

Table 2.11: September 1998 experiments. Oil type and volume data, with : (S)
Sundex 86007T; (H) Hydrocal 300.

2.2.4 September 1998 experiments

These experiments were performed at OHMSETT using Sundex and Hydrocal oil, for
two types of booms with catenary shape, in order to compare results with those ob-
tained earlier for straight booms. The desired boom shape was specified by attaching
ropes to the ends of the booms and to the main bridge, and adjusting the length of
rope (Fig. 2.10).

A total of fourteen tests were conducted, seven of which with Sundex 8600T oil
(experiments 1 to 7) and seven of which with Hydrocal 300 Oil (experiments 8 to 14).
The density of Sundex and Hydrocal oils for these experiments, measured afterwards
on oil samples in OHMSETT’s laboratory, was p, = 961 kg/m?® and 916 kg/m?,
respectively. The density of water was p,, = 1,025 kg/m®. Other corresponding
physical data are given in Table 2.10. A boom with draft d = 0.483 m (19”; Boom #
3; Fig. 2.11) was used for tests 1 to 4 and 12 to 14, and the boom with draft d = 0.153
(6”; Boom # 1; Fig. 2.12), previously used in the May 1998 experiments, was used
for tests 5 to 11. Boom # 1 consisted of 7 sections, each measuring 2.138 m (length
¢ =14.97 m), and Boom # 3 consisted of 10 sections, each measuring 1.524 m (length
¢ =15.24 m).

The oil volumes used for each test varied. Table 2.11 gives the volume of oil v, used
for each experiment, which varied between 26 and 46 gal. (0.0988 and 0.1748 m?).
Linear volumes V, for equivalent straight booms were estimated to allow comparison
with earlier experiments. Due to the catenary shape, this was done differently than
for the straight booms used earlier; the catenary boom was thus assumed to locally
behave as a straight boom for a boom section on both sides of the apex. The width of
this region was estimated for each case, together with the volume of oil located inside
and outside the region (see details below).

A graduated stick attached to the auxiliary bridge and suspended slightly above
the boom was used to measure slick length (Fig. 2.10). Each measurement thus
required two readings from the technician operating from the bridge side platform :
(i) the boom’s apex position, and (ii) the leading edge of the oil slick. The difference
between these readings gives the actual oil slick length L.

Both booms were installed in the tank, with a catenary shape having a gap g, to
boom length £ ratio of 1 to 3, which gives an opening in front of Boom # 1 of g, = 4.99
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m, and Boom # 3 of g, = 5.08 m (Fig. 2.13). When conducting the experiments with
Boom # 3, it was visually observed that one link on either side of the boom apex was
always approximately normal to the direction of the flow; hence, it was assumed that
a width w, = 2.331 m of the boom, centered at the apex, behaved as an equivalent
straight boom (Fig. 2.11). For Boom # 1, it was observed that only one link, centered
at the boom apex was always approximately normal to the direction of the flow; thus
the equivalent straight boom had a width w, = 2.138 m (Fig. 2.12). The w, values
are found by solving the catenary equations given in the following.
We assume that the slick has an approximate catenary shape (Fig. 2.13a),

L:a{cosh{%}—l}—[/a (2.5)

in which a is a coefficient representing the boom apex location, [, is a slick length
correction to account for the actual piecewise linear shape of the boom, and ¢ is the
boom gap corresponding to slick length L. For Boom # 3, we have L, = 0 and for
Boom # 1, L, = L, = 0.734 m (see below). Using Eq. (2.5), the boom theoretical
length is calculated as,

l=2a sinh{g—o} (2.6)

a

where g, denotes the maximum boom gap. For given boom length ¢ and maximum
boom gap (here equal to g, = ¢/3), Eq. (2.6) can be solved for a and we find,
a = 0.8949 m and 0.8790 m for Boom # 3 and #1, respectively. Based on these
equations, the slick area A for a given slick length L is calculated, for L. > L, — L,,

as
L+1, L+ L,?
A-ga{ia s }_gazﬂH L, @)
a a

where, from Eq. (2.5),

?

(2.8)

L+,
gz?aacosh{l—l— + }

a

and A, is a correction area which accounts for the actual piecewise linear shape of
the booms, given for Boom # 3 by,

L+ L,
2

A, = w, —Alg=w,, L =1L,— L,) (2.9)
and for Boom # 1 by,
A, =—-Alg=w,, L =1L1L,— L,) (2.10)

In these equations, L, = 0.872 or 0.734 m is the height for the location of the first
boom segment on the theoretical catenary, leading to a width ¢ = w, = 2.331 or 2.138
m (given by solving Egs. (2.5) and (2.6) for a boom length equal to £/5 or for g = w,),
for Boom # 3 or # 1, respectively. For . < L, — L,, we simply have A = A,, with A,
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the slick area for the equivalent straight boom. For Boom # 3, taking into account
the piecewise linear geometry of the boom, we have for L. > L, — L,,

L,
AO = W, <L—|—La— 7) (211)
and for L < L,, we have,
(L+ L,)?
A, = wy, ———— 2.12
Wo 5 (2.12)

with the equivalent boom width reduced to w, L/L,. For Boom # 1, for L > L,, we
have,

A, =w,(L+L,—L,) (2.13)
For L < L, — L,, we set A, = A.

The linear slick volume corresponding to the equivalent straight boom of width
w, is finally calculated as,

V, ~ 1w (2.14)
with A, defined as above and A. = Afor L > L, — L, and A, = AL/L, or A, for
Boom # 3 or 1, respectively when L < L, — L,. Fig. 2.13b gives A,/A. calculated as
a function of L with Eqgs. (2.7) to (2.13), for both boom types.

Tables 2.12 and 2.13 give measured slick lengths as a function of tow speed, for
both boom and oil types. Figs. 2.14 and 2.15 show results of experiments for Sundex
and Hydrocal oil, using Boom # 3 (tests 1 to 4, 12 to 14). Figs. 2.14a and 2.15a show
these results, linearly scaled for an identical slick volume v, = 40 gal; exponential
curve fits to the data are also shown (coefficients are given in Table 2.14). Figs. 2.14b
and 2.15b show the same results for an equivalent straight boom of linear volume
V, = 0.0316 m®/m, obtained by applying Eq. (2.14). An exponential curve fit to
the results is also shown (coefficients are given in Table 2.15), and compared to the
exponential fits obtained for August 1997 experiments 3 to 9 and 10, 11, with Boom
# 2, scaled for the same linear volume (Figs. 2.5 and 2.6). Boom # 2 only had a 12”
draft and, expectedly, led to somewhat shorter slick lengths and earlier boom failure
than Boom # 3 (see next Section for more details on boom intercomparisons).

Figs. 2.16 and 2.17 show results of experiments for Sundex and Hydrocal oil, using
Boom # 1 (tests 5 to 7, 8 to 11). Figs. 2.16a and 2.17a show these results, linearly
scaled for an identical slick volume v, = 40 gal; exponential curve fits to the data
are also shown (coefficients are given in Table 2.14). Figs. 2.16b and 2.17b show
the same results for an equivalent straight boom of linear volume V, = 0.0316 m?®/m,
obtained by applying Eq. (2.14). An exponential curve fit to the results is also shown
(coefficients are given in Table 2.15), and compared to the exponential fits obtained
for May 1998 experiments 4 to 7 and 10, 11, with Boom # 1, scaled for the same
linear volume (Figs. 2.8a and 2.9a). Although Boom # 1 was straight in the May
1998 experiments and had a catenary shape in the September 1998 experiments, after

41



Boom #3 #3 #3 #3 #1 #1 #1

U (kn) || #1 #2 #3 #4 #5 #6 #7
0.25 1.976 | 1.854
0.3 2.083 | 1.981 | 2.489 | 1.750 | 1.778 | 1.702
0.35 1.326 | 1.397
0.4 1.397 | 1.524 | 1.499 | 1.880 | 1.242 | 1.016 | 1.067
0.45 0.847 | 0.864
0.5 1.118 | 1.194 | 1.143 | 1.753 | 0.960 | 0.706 | 0.762
0.55 1.118 0.762 | 0.649 | 0.660
0.6 0.940 | 1.143 | 0.914 | 1.600 | 0.677 | 0.536 | 0.559
0.65 0.864 0.508 | 0.395 | 0.457
0.7 0.864 | 0.864 | 0.762 | 1.219 | 0.452 | 0.339 | 0.406
0.75 0.635 0.367 | 0.310 | 0.305
0.8 0.711 | 0.787 | 0.660 | 0.940 | 0.197
0.9 0.711 | 0.508 | 0.864
1.0 0.686

Table 2.12: September 1998 experiments with Sundex oil. Oil slick length I, measured
at the apex for both boom types, as a function of tow velocity U (experiments 1 to

7.

Boom #1 #1 #1 #1 #3 #3 #3

U (kn) || #8 | #9 | #10 | #11 | #12 | #13 | #14
0.3 3.086 | 3.048 | 2.1590 | 2.1336 | 2.1590
0.4 2.057 | 2.186 | 2.145 | 2.296 | 1.829 | 1.829 | 1.829
0.5 1.660 | 1.817 | 1.882 | 1.957 | 1.600 | 1.524 | 1.600

0.55 1.611
0.6 1.462 | 1.509 | 1.580 | 1.580 | 1.346 | 1.321 | 1.270
0.65 1.388
0.7 1.165 | 1.108 | 1.129 | 1.204 | 0.972 | 1.143 | 1.041
0.75 1.041
0.8 0.867 | 0.862 | 0.865 | 0.828 | 0.907 | 0.838 | 0.940
0.85 0.743

0.9 0.620 | 0.677 | 0.640 | 0.640 | 0.648 | 0.762 | 0.838

Table 2.13: September1998 experiments with Hydrocal oil. Oil slick length [ mea-
sured at the apex for both boom types, as a function of tow velocity U (experiments

8 to 14).
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Figure 2.14: September 1998 experiments. Boom # 3 and Sundex oil, exper. # : (o)
1, (A) 2, (x) 3, (¢) 4. (a) Slick length measured as a function of tow speed scaled
for v, = 40 gal., with (——) an exponential fit to the data. (b) Equivalent straight
boom slick length calculated from Fig. (a), scaled for V, = 0.0316 m®/m, with (—
—) an exponential fit to the data, and (- - - - - ) an exponential fit to August 1997
experiments 3 to 9 with Boom # 2, scaled for the same linear volume (Fig. 2.6).
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Figure 2.15: September 1998 experiments. Boom # 3 and Hydrocal oil, exper. # :
(o) 12, (A) 13, (x) 14. (a) Slick length measured as a function of tow speed scaled
for v, = 40 gal., with (——) an exponential fit to the data. (b) Equivalent straight
boom slick length calculated from Fig. (a), scaled for V, = 0.0316 m®/m, with (—
—) an exponential fit to the data, and (- - - - - ) an exponential fit to August 1997
experiments 10 and 11 with Boom # 2, scaled for the same linear volume (Fig. 2.5).
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Figure 2.16: September 1998 experiments. Boom # 1 and Sundex oil, exper. # :
(o) 5, (A) 6, (x) 7. (a) Slick length measured as a function of tow speed scaled for
v, = 40 gal., with (——) an exponential fit to the data. (b) Equivalent straight boom
slick length calculated from Fig. (a), scaled for V, = 0.0316 m®/m, with (——) an
exponential fit to the data, and (- - - - - ) an exponential fit to May 1998 experiments
4 to 7 with Boom # 1, scaled for the same linear volume (Fig. 2.9a).
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Figure 2.17: September 1998 experiments. Boom # 1 and Hydrocal oil, exper. # :
(o) 8 (A) 9, (x) 10, (¢) 11. (a) Slick length measured as a function of tow speed
scaled for v, = 40 gal., with (——) an exponential fit to the data. (b) Equivalent
straight boom slick length calculated from Fig. (a), scaled for V, = 0.0316 m®/m,
with (——) an exponential fit to the data, and (- - - - - ) an exponential fit to May
1998 experiments 1 to 3 with Boom # 1, scaled for the same linear volume (Fig. 2.8a).
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‘ Tests H R? ‘ A ‘ B ‘
# 1to4 | 0.925 | 3.290 | -1.789
#5to7 | 0.976 | 5.026 | -3.685
# 8to 11 || 0.978 | 6.341 | -2.486

# 12 to 14 | 0.969 | 5.832 | -1.759

Table 2.14: September 1998 experiments. Exponential curve fit coefficients for un-
scaled tests # 1 to 14 for Booms # 3 and 1 (see Tables 2.12, 2.13, and Eq. (2.3)).

Note, L is expressed in meters and U in knots.

‘ Tests H R? ‘ A ‘ B ‘
#1to4 |0.920 | 2.344 | -2.462
#5to7 0978 | 3.436 | -4.172
# 8to 11 || 0.982 | 4.509 | -2.857

# 12 to 14 | 0.963 | 4.3375 | -2.437

Table 2.15: September 1998 experiments. Exponential curve fit coefficients for scaled
tests # 1 to 14 for Booms # 3 and 1 (see Figs. 2.14 to 2.17, and Eq. (2.3)). Note, L

is expressed in meters and U in knots.

scaling is done, we see that results (particularly for the larger speeds : U > 0.5 kn)
are fairly identical and that the critical speed of containment failure for the catenary
shaped boom is well estimated in experiments using a straight boom, provided the
appropriate volume corrections have been made (see next Section for more details on
boom /experiments intercomparisons).

2.3 Analysis and inter-comparison of experimental
results for straight booms of various drafts

A few comparisons between results of various experiments performed for the same oil
and scaled for the same linear volume were already made in earlier Sections. Thus,
August 1997 and May 1998 experiments for Boom # 2 used as a straight boom, were
compared in Figs. 2.8b and 2.9b, for Hydrocal and Sundex oil, respectively. September
1998 experiments for Boom # 3 used in catenary shape, were compared to August
1997 experiments for Boom # 2 used as a straight boom, in Figs. 2.14b and 2.15b,
for Sundex and Hydrocal oil, respectively. Finally, September 1998 experiments for
Boom # 1 used in catenary shape, were compared to May 1998 experiments for Boom
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Figure 2.18: OHMSETT and UNH experiments with Sundex oil, scaled for V, =
0.0316 m®/m. Exponential or quadratic curve fits of slick length measured as a func-
tion of flow speed (Table 2.17), for Boom # : (- - - - - ) 1, (—) (97 and 98) 2, (—
—) 3, (— - —) 4. In Fig. (a), symbols indicate experimental results for Boom # :
(x) 1, (o) 2 (97), (A) 2 (98), (¢) 3, (e) 4. In Fig. (b), only the curve fits are shown
and both results for Boom # 2 have been grouped together.
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Figure 2.19: OHMSETT experiments with Hydrocal oil, scaled for V, = 0.0316 m?/m.
Exponential or quadratic curve fits of slick length measured as a function of flow speed
)1, (——) (97 and 98) 2, (— —) 3. In Fig. (a),
symbols indicate experimental results for Boom # : (x) 1, (o) 2 (97), (A) 2 (98), (o)
3. In Fig. (b), only the curve fits are shown and both results for Boom # 2 have been
grouped together.
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‘ Boom H d (in) ‘ d (m) ‘ Type ‘
# 1 6 0.153 Cyl. /skirt
# 2 12 0.305 Fence

9

D

#3 1 0.483 Cyl. /skirt
# 4 2 0.064 | Horseh./fence

Table 2.16: Summary of characteristics of booms used in August 1997, May 1998
and September 1998 experiments at OHMSETT (Booms # 1 to 3) and for UNH

laboratory experiments (Boom # 4).

‘ Boom H Type ‘ R? ‘ A ‘ B ‘ C ‘
# 1 | quadr. | 0.982 | 3.511 | -7.822 | 4.208
#2 exp. |0.916 | 3.851 | -3.561
#3 exp. |0.920 | 2.344 | -2.462
# 4 | quadr. | 0.964 | 1.965 | 4.606 | -22.67

Table 2.17: Curve fit coefficients (exp. : exponential, eq. (2.3); quadr. : quadratic,
Eq. (2.4)) for scaled tests for Booms # 1 to 4 with Sundex oil (straight booms with
V, = 0.0316 m®/m; Fig. 2.18). Note, coefficients are for L expressed in meters and U

in knots.

# 1 used as a straight boom, in Figs. 2.16b and 2.17b, for Sundex and Hydrocal oil,
respectively. Boom characteristics are summarized in Table 2.16.

Here, a systematic comparison is made for both oil types, between results obtained
for various straight booms, scaled for an identical linear volume V, = 0.0316 m?®/m,
corresponding to a slick volume v, = 0.627 m® (165 gal.) of oil in OHMSETT,
spread out over the width of the tank (w = 19.812 m). September 1998 experiments
showed that, when properly scaled, results obtained for a boom used in catenary shape
are nearly identical to those obtained for the same boom used as a straight barrier,
particularly for /' > 0.5 kn. Thus, all the results measured in terms of slick length
L as a function of tow speed U, for the same boom and oil, but for different volumes
of oil and boom geometry, can nearly collapse onto the same functional relationship,
when proper scaling is applied. This relationship is usually quite well approximated
by a negative exponential or by a quadratic law (Eqgs. (2.3) and (2.4)). Now, in order
to show the effect of boom draft d, i.e., boom type, on slick containment failure, an
inter-comparison is made between such results scaled for the same straight boom.

In addition to the three booms successively used at OHMSETT (Booms # 1 to 3),
a fourth boom (Boom # 4) is introduced, which represents the fixed horsehair barrier
of draft d = 0.064 m (2.5”) used in UNH’s laboratory experiments, performed using
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‘ Boom H Type ‘ R* ‘ A ‘ B ‘ C ‘
# 1 | quadr. | 0.979 | 3.773 | -5.500 | 1.482
#2 exp. | 0.937 | 3.534 | -2.242
# 3 exp. | 0.963 | 4.338 | -2.437

Table 2.18: Curve fit coefficients (exp. : exponential, eq. (2.3); quadr. : quadratic,
Eq. (2.4)) for scaled tests for Booms # 1 to 3 with Hydrocal oil (straight booms with
V, = 0.0316 m®/m; Fig. 2.19). Note, coefficients are for L expressed in meters and U

in knots.

Sundex oil only (see Chapter 3), in a flume of width w’ = 1.18 m and depth h = 0.762
m. Note that these experiments were run using fresh water. Measured slick profiles
were provided by UNH in the form of digitized images, for 6 current velocities : U =
0.119, 0.135, 0.151, 0.168, 0.184 and 0.200 m/s (0.224 to 0.397 kn). Slick length L was
calculated from these results. A volume of oil v, = 0.0372 m® (9.8 gal.) was used in
these experiments, corresponding to a theoretical linear volume V, = v,/w’ = 0.0316
m®/m (which is the reference linear volume used in the above scalings). Due to the
0.2 m thick horsehair used in the boom barrier, however, and to various other effects
in the laboratory flume, such as a slightly non-uniform slick across the flume width,
the linear volume was estimated from the slick profiles to be smaller at V! = 0.0253
m?/m. Hence, UNH results presented here have been scaled by a factor V,/V/ = 1.25.

Figs. 2.18 and 2.19 show scaled experimental results obtained for Sundex and
Hydrocal oils, respectively, assuming straight booms and a linear volume V, = 0.0316
m?/m. In Figs. 2.18a and 2.19a, symbols indicate individual experimental points as
described in the previous Section. Lines indicate curve fits. Note that there were
two sets of experiments for Boom # 2 (August 1997 and May 1998). In Figs. 2.18b
and 2.19b, only the curve fits are shown and both sets of results for Boom # 2 are
grouped together (curve fit coefficients and types are given in Tables 2.17 and 2.18).
Slick lengths for different booms are fairly identical for low speeds (U < 0.3 kn).
For higher speeds, however, slick length reduces faster, the smaller the boom draft,
leading to containment failure at a smaller (critical) speed, the smaller the boom draft.
For both types of oil, the difference between results for Boom # 2 and 3, however,
becomes marginal at height speed, indicating that the effect of increasing boom draft
on critical velocity is gradually decreasing, the larger the draft.
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Figure 2.20: Average interfacial friction coefficient calculated with SlickMap Stage 1
static model, as a function of tow/flow velocity, for OHMSETT and UNH experiments
with : (a) Sundex oil; (b) Hydrocal oil, scaled for V, = 0.0316 m®/m (Figs. 2.18 and
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Figure 2.21: Average interfacial friction coefficient calculated with SlickMap Stage 1
static model, as a function of slick length, for OHMSETT and UNH experiments with
: (a) Sundex oil; (b) Hydrocal oil, scaled for V, = 0.0316 m®/m (Figs. 2.18 and 2.19).

Curves correspond to Boom # : (- - - - - )1, (——

in Table 2.16.
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2.4 Analysis of interfacial friction for model cali-
bration

One of the crucial factors in calibrating SlickMap models for Stages 2 and 3 to simulate
experimental results, is the value of friction along the oil-water interface (Chapter 4).
To do so, a functional form for the friction coefficient function C'y was derived from
detailed measurements of oil-water interface shapes made at UNH (Chapter 3), and
used in SlickMap models for Stages 2 and 3 (Eq. (4.63)). This function, however,
has several parameters which both govern its shape and magnitude (Eqs. (4.64) to
(4.66)). The parameters governing the magnitude of C'¢ can be related to the average
value of the friction coefficient along the interface, Cs,, (Eq. (4.67)).

In SlickMap Stage 1 model, a simple static initialization of slick shape is performed
(Fig. 4.1), in which no detailed variation of interfacial friction is required, but just
a global (Y, value. In the absence of experiments, it is up to the user to provide
SlickMap with a realistic C'y,, value, based on which slick shape can be initialized,
assuming all of the other physical parameters are known (water density, p,,, oil density
po, tow/flow velocity U, linear volume V,). When experiments are available, these can
be used to calculate 'y, for a low initial value of U.

In this Section, scaled slick lengths L, measured at OHMSETT and UNH as a
function of tow/flow velocity U, for the four (equivalent) straight booms listed in
Table 2.16, and for both types of oil, Sundex and Hydrocal (Figs. 2.18 and 2.19), are
used together with Stage 1 model Eqs. (4.47) to (4.49), to calculate the corresponding
values of the average interfacial friction coefficient C'y,,. These values will constitute
a data base of experimental results that SlickMap users will be able to access when
running Stage 1 model, to obtain realistic initial friction values, and hence slick shapes,
for their problems. The measured experimental variations L(U), scaled for V, =
0.0316 m®/m, were curve fitted to exponential or polynomial functions, for each type
of oil (Tables 2.17 and 2.18). These curve fits are used here, in lieu of the raw
experimental data, in order to obtain more continuous (', variations, as a function
of U and L. Since all the data for each type of oil was scaled together, average values
of the experimental oil densities were used to calculate Cy,,, i.e., p, = 954 and 908
kg/m? for Sundex and Hydrocal oils, respectively. For the salt water at OHMSETT
(i.e., Booms #1, 2, and 3), an average p,, = 1,019 kg/m?® was used, and p,, = 1,000
kg/m? was used for the fresh water used at UNH (Boom # 4). Results of computations
for Cy,, are given in Figs. 2.20 and 2.21, as a function of U and L, respectively.

Figs. 2.22 and 2.23 show corresponding variations of the effective flow coefficient
Sp (i.e., one minus the head loss coefficient; Eq. (4.12)), the relative oil height above
mean water level at the boom, y, in proportion of slick depth, and slick depth D
at the boom, calculated as a function of tow/flow velocity U, using Stage 1 model,
for Sundex and Hydrocal oils, respectively (Fig. 4.1). Considering the experimental
range of tested velocities, it should be stressed that the applicability of Stage 1 model
equations (i.e., to a low, static, tow/flow velocity) implies that these results (for both
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Figure 2.22: Values of SlickMap Stage 1 model parameters, as a function of tow/flow
velocity, for OHMSETT and UNH experiments with Sundex oil, scaled for V, = 0.0316
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— - —) 4, as defined in Table 2.16.
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Figure 2.23: Values of SlickMap Stage 1 model parameters, as a function of tow/flow
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Figure 2.24: August 1997 experiments. Underwater oil-water interface shape for 12”

draft boom (Boom # 2), for test # 2 with /' = 0.51 kn.

the average friction coefficient and the other model parameters) should only be used,
for Booms # 1, 2, and 3, roughly, in between U/ = 0.05 and 0.25 m/s and for Boom #
4, in between U/ = 0.05 and 0.15 m/s. In this velocity range, all the variations of model
parameters calculated for Booms # 1, 2, and 3, tested at OHMSETT, for Cy,,, Sk, x
and D are found to be quite close to each other. This results from the small differences
in measured scaled slick length L (Figs. 2.18 and 2.19) and indicates that boom draft
d only has a minor influence on slick parameters for velocities significantly lower than
the critical velocity of oil containment failure. Such low velocities also correspond to
large slick lengths L, and thus to small slick depths D, much smaller than boom draft.

For larger flow velocities, Figs. 2.20 to 2.23 show that Stage 1 model equations
account for the decrease in measured slick lengths by providing a very large increase
in the average friction coefficient and, hence, a resulting large decrease in the effec-
tive flow coefficient. Such large increases in interfacial friction, in fact, correspond
to a dynamically enhanced interfacial roughness, through the development of Kelvin-
Helmholtz shear instability waves (see, e.g., Fig 3.1), beyond a certain velocity thresh-
old. Underwater video footages recorded in all of the experiments at OHMSETT
showed a gradual build up and downstream propagation of Kelvin-Helmholtz waves
on the oil-water interface, as tow velocity is increased. Fig. 2.24 shows an example
of one frame extracted from underwater video camera footages taken at OHMSETT,
during August 1997 experiments (set-up test # 2 for U = 0.51 kn). The front part of
the slick in the picture denotes the headwave region where KH waves are being contin-
uously created through shear instability. These waves propagate downstream on the
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interface and are gradually dissipated, as long as the tow velocity stays significantly

below the critical velocity of containment failure.

In Stage 3 model, an additional parameterization of 'y is introduced to model
Kelvin-Helmholtz wave effects on interfacial friction (Eq. (4.143)).

For other values of boom draft specified by SlickMap users, than those in Table

2.16,

curves L(U) are first interpolated in between the experimental curve fits, and

then C',, is calculated for the specified initial U value.

2.5 Conclusions

The following conclusions can be drawn from the analysis of results of experiments

conducted at OHMSETT, as part of URI studies :

Despite the very simple measuring devices used in each experimental campaign
(August 1997, May 1998, September 1998), a good repeatability of slick length
measurements as a function of tow speed is observed for each individual test

(Figs. 2.4, 2.5, 2.8, 2.9, 2.14, 2.15, 2.16, 2.17).

After linear scaling of the linear oil volumes, all the tests performed for the
same boom and oil type, during an experimental campaign, nearly collapse onto
a single relationship (e.g., Fig. 2.6).

This is due to the same rate of exponential decay in the L(U) relationships
measured for different oil volumes (e.g., Table 2.4, tests 3-12), which indicates
that the headwave dynamics is nearly identical and that the change in oil volume
only leads to a proportional change in length of the back of the slick.

For identical sets of experimental parameters, slick lengths obtained for Hydrocal
oil are larger than those obtained for Sundex oil (e.g., Fig. 2.5). This is likely
due to the much lower viscosity of the Hydrocal oil.

Tests performed for the same boom and oil in two different experimental cam-
paigns, i.e., for different experimental set-ups and environmental conditions, also
lead to good agreement of the measured L(U) relationships, after linear scaling
of the linear oil volumes is done. This is particularly true for the larger tow
speeds, i.e., closer to containment failure (Figs. 2.8b and 2.9b for Boom # 2).

This confirms both the relevance and the accuracy of the experimental proce-
dures used in OHMSETT experiments.

Experiments performed with booms towed in catenary shape (September 1998)
closely simulate the actual operation of booms used for oil slick containment.

Results of such experiments show that, when proper scaling of the oil volume is
done (purely based on boom geometry), the measured L(U) variations obtained
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for a catenary shape boom are quite close to those measured for the same boom
put in a straight position transverse to the tank, particularly for the larger tow
speeds (U > 0.5 kn), i.e., closer to containment failure (Figs. 2.16b and 2.17b
for Boom # 1).

This indicates that the critical velocity of containment failure of a catenary
shape boom can be accurately predicted by the critical velocity of an equivalent
straight boom. This justifies the use of SlickMap models, which predict the oil
containment behavior of straight booms (Chapters 4 and 5), to make reason-
able predictions of the oil containment performance of catenary shape booms of
identical characteristics and same equivalent linear volume of oil V.

The intercomparison of scaled experimental results obtained for straight booms
of various drafts (both at OHMSETT and at UNH) shows a fairly similar be-
havior of the L(U) relationships for low tow/flow speeds (U < 0.3 kn; Figs. 2.18
and 2.19). For larger speeds, slick length decreases quicker, and a given slick
length is achieved for a lower speed, the smaller the boom draft.

The critical velocity of oil containment failure decreases with boom draft. For
sufficiently large draft, however, the marginal gain in critical velocity value
becomes negligible when draft is increased.

The scaled experimental results L(U/) measured for 4 boom types/drafts and 2
oil types were used as input to the static SlickMap Stage 1 model and average
interfacial friction coefficient values Cy,, were calculated. These will be used
to initialize slick shape in SlickMap model, for a low initial tow/flow velocity

U =0.2to 0.3 kn.

Computations for the larger flow velocities show that, in order to account for
the experimentally measured slick lengths, the static model predicts a very large
increase in interfacial friction. Such an increase can only be obtained through
the occurrence of Kelvin-Helmholtz interfacial waves. The underwater video
camera used in all of the experiments at OHMSETT indeed showed a gradual
build up and downstream propagation of Kelvin-Helmholtz waves on the oil-
water interface, as tow velocity is increased (e.g., Fig. 2.24).

Kelvin-Helmholtz interfacial wave effects are included in SlickMap Stage 3 model
through an adequate parameterization of interfacial friction, as a function of the
calculated interfacial dynamics (Eq. (4.143)).
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Chapter 3

Analysis of UNH experiments

3.1 Introduction

From 1997 to 1999, the University of New Hampshire (UNH) conducted laboratory
experiments of oil containment by booms, as part of a collaborative effort coordinated
with URI’s study, in a set-up similar to Delvigne’s [9] (1989) experiments. UNH’s
experiments used Sundex oil, and took place in a flume with a recirculating fresh
water current (i.e., p, = 1,000 kg/m?). The flume width was v’ = 1.18 m and the
water depth was h = 0.762 m. The barrier used to represent the boom consisted in
a vertical plywood board with draft d = 0.064 m (as in [9]), and a 0.013 m thickness
(see, e.g., Fig. 4.1). Rubberized horsehair was placed over a 0.2 m layer in front of
the barrier, to inhibit corner vortices (Fig. 3.1). Hence, the total barrier width was
0.213 m. Oil was introduced in the flume while a low flow velocity U' = 0.07 m/s was
maintained, in order for the oil to collect in front of the barrier. The flow speed was
then increased by 0.0163 m/s increments, up to a maximum speed of 0.2 m/s (about
0.4 kn). After each speed increase, measurements were taken after the slick reached a
new equilibrium shape. Due to sidewall effects, leading to increased friction, the slick
shape was slightly non-uniform over the width of the tank, with a larger slick length
L in the middle of the tank than on the sidewalls.

In June 1997, the URI team was provided with initial results of experiments con-
ducted in May 1997 by UNH. Results were given in the form of digitized pictures of
slick profiles taken through the tank transparent sidewalls, using a high resolution 35
mm video camera. In August and September 1997, similar results, but with a higher
resolution, were provided (Fig. 3.1). Finally, in August 1999, more results of the
same type were provided in the form of digitized water-oil interfaces (for details, see
UNH’s Phases II and III reports).

The digitized pictures consisted in matrices of gray color values given on a 0 to 255
scale. The geometric scales of the pixels in the experimental pictures, in the vertical
and horizontal directions, were found using pictures of a 0.1 by 0.01 m line and of a
0.05 m diameter circle (Fig. 3.1). In each digitized picture, the locations of the water-
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Figure 3.1: UNH August 1997 experiments with Sundex oil. Sideview of oil slick
profile close to containment failure, in the recirculating flume. The plywood boom is
to the right of the picture, with the horsehair in front of it hidden by a white rectangle.
Note the line and circle at the bottom of the picture, used for setting scales.
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Figure 1 Current Velocity: 11.875 cmis -

Tine: 10:17 Line: 10cm % Tom
Circle 5 cm diameter

Figure 2 Current Velocity: 13.5 cmis
Tine: 10:20

Figure 3 Current Velocity: 13.5 cm/fs
Time: 10:21

Figure 4 Current Velocity: 15125 cm/s
Tirne: 10023

Figure 5 Current Velocity: 15125 cmfs
Tine: 10:24

Figure 3.2: UNH May 1997 experiments with Sundex oil. Digitized pictures 1 to 5.

oil and oil-air interfaces were determined, for each column of pixels, by identifying the
pixels for which there was a large jump in gray scale value, when moving from the
bottom to the top of the picture.

The following describes URI’s analysis of UNH’s experimental results. These anal-
yses were performed independently of UNH’s own analyses of their results, reported
in their reports for Phases II and III. The purpose of our analyses was two-fold : (i)
to learn more about the physics of oil containment failure by critical accumulation, in
order to refine SlickMap numerical models; (ii) to calculate experimental values of fric-
tion coefficient variations along the water-oil interface, in order to define a functional
variation to be used in SlickMap models for Stages 2 and 3.

3.2 May and July 1997 experiments

3.2.1 Analysis of experimental results

UNH’s first set of laboratory experiments, in May 1997, used a volume v, = 0.0372
m® (9.8 gal.) of Sundex oil, i.e., the nominal linear oil volume in the flume was
V, = v,/w’ = 0.0316 m?/m. The oil density in these experiments was p, = 960 kg/m?
and the kinematic viscosity was v, = 0.02 m?/s; hence y, = p,v, = 19.2 kg/m s (at
20° Celsius).

Fourteen digitized pictures were provided by UNH in June 1997, for these exper-
iments, corresponding to 1 to 3 pictures for each of 6 flow velocities (Figs. 3.2 and
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Figure &6 Current Velogty:- 16,75 cmls Figure 11 Current Velocity 20 crofs
Tirne: 10:31 g e
Tine: 10052

Line: 10cmx lem
Circle 5 cm diameter

Figure 7 Current Velocity: 16,75 cms
Time: 10:35

Figure 12 Current Velocity: 20 cmlfs
Titne: 10:54

Figure 8 Current Velocity: 18.375 cmfs
Time: 10:40 Figure 12 Current Velocity, 20 cml's
Time 11:03

Fignre 9 Current Velocity: 18.375 cmfs
Tine: 10:43

Figure 14 Current Velocity: 20 cmlfs
Time: 11:05

Figure 10 Current Velocity: 18375 cmfs
Tine: 100:44

Figure 3.3: UNH May 1997 experiments with Sundex oil. Digitized pictures 6 to 14.
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Figure 3.4: UNH May 1997 experiments with Sundex oil. (e) Slick length I measured
as a function of flow velocity U in the initial experiments. (——) indicates a quadratic
curve fit to the data.
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Figure 3.5: UNH July 1997 experiments with Sundex oil. Digitized picture No. 10
for case (a) with U = 0.119 m/s.

3.3) : U =0.119, 0.135, 0.151, 0.168, 0.184 and 0.200 m/s (0.224 to 0.397 kn). These
pictures had a resolution of 757 by 484 pixels in the horizontal and vertical direc-
tions, respectively. This corresponded to about 4.4 pixels/cm horizontally, and 3.8
pixels/cm vertically. Since the slick thickness was on the order of a few centimeters,
this only represented a resolution of 8-15 pixels in the vertical direction for the oil
slick. From these pictures, the stabilized length of the slick I, was measured for each
speed (Fig. 3.4). After proper scaling, these results were used for comparison with
OHMSETT’s experiments (see Fig. 2.18, Chapter 2).

In these experiments, the oil-air interface shape was not recorded with great accu-
racy and, in the pictures, in the words of one of the experimentators (Chris Doane),
“the oil-air shape, to the resolution of the measurements, is effectively a straight line.”
Hence, in the following, it is assumed that the measured value of m is unreliable and
is just used as a reference for calculating 1. Also the low vertical resolution of the
slick shape led to a fairly irregular digitized water-oil interface shape. Hence, for a
more accurate analysis of slick profiles, a larger set of digitized pictures was requested
by URI. UNH run a second set of similar experiments in July 1997 and, in August
1997, URI was provided with 10 pictures taken at 10 sec intervals, for each of three
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Figure 3.6: UNH July 1997 experiments with Sundex oil. Digitized picture No. 10
for case (b) with U = 0.135 m/s.
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Figure 3.7: UNH July 1997 experiments with Sundex oil. Digitized picture No. 10
for case (c¢) with U = 0.151 m/s.
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Figure 3.8: UNH July 1997 experiments with Sundex oil. Water-oil interface shape
measured for U = (a) 0.119, (b) 0.135, (¢) 0.151 m/s, with (- - - - - ) the average 7
calculated for 10 pictures taken at 10 sec intervals, and (——) the curve fits to this
data. Fig. (d) shows the three average slick profiles superimposed at the same scale

for: U =(——-) 0.119, (- - - - - ) 0.135, (— - —) 0.151 m/s.
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Figure 3.9: UNH July 1997 experiments with Sundex oil, for U = (——) 0.119, (- - - -
-) 0.135, ( — - —) 0.151 m/s. (a) Standard deviation calculated for 10 pictures taken
at 10 sec intervals. (b) Coefficient of variation, CV=0, /7. (c) Average slick profile 7,
for £ < 0.5 m.
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flow velocities : U = 0.119, 0.135, 0.151 m/s. Figs. 3.5, 3.6, and 3.7 show examples
of such pictures. The water-oil interface location was averaged as 77(£), for each set of
10 pictures, and its standard deviation o,(£) was also calculated. The latter gives a
measure of the intensity of fluctuations in shape of the oil-water interface, e.g., due to
Kelvin-Helmholtz instabilities. High order polynomial curve fits were applied to the
average water-oil interface shapes. Fig. 3.8 shows both the measured average shapes
and the curve fits for each of the three sets of data. The development of a head-
wave and of a more wavy interface is apparent as flow velocity is increased. Fig. 3.9
shows standard deviations and coefficients of variation CV=0, /7. Large fluctuations
in interface shape only occur in the headwave region, roughly for ¢ < 0.3 m, for the
two larger flow velocities; and increasingly so, the larger the velocity. This indicates
the occurrence of Kelvin-Helmholtz interfacial waves for the larger flow velocities.
This was also observed in the underwater video records taken during OHMSETT’s
experiments.

The surface integration of the curve fitted slick profiles in Fig. 3.8, gives similar
linear volumes of : V, = 0.0253, 0.0251 and 0.0256 m®/m for cases (a), (b) and (c),
respectively, or an average of 0.0253 m®/m (which is the value used for the comparisons
with OHMSETT’s results). This represents only 80 % of the nominal linear volume or
the equivalent of 7.85 gal. of oil in the flume. As mentioned above, however, the slick
was observed to be non-uniform over the width of the tank. One picture overlooking
the flume, in UNH’s report, shows a slick length at the sidewalls only about 90 %
of the slick length in the middle of the flume. Hence, the true average slick length
would be about 5% larger than measured on the sidewalls. Since the slick depth at the
horsehair is about D = 0.0176,0.0189,0.0188 m for cases (a), (b) and (c), respectively,
this effect of non-uniformity leads to an average linear volume loss of 0.00118 m?®/m,
or 3.7% of the nominal value. The remaining 16.3 % difference can be explained by
assuming that oil is present within the horsehair, and fills about 40% of its 0.2 by
0.064 m cross-section; a realistic value for horsehair porosity (see, e.g. Fig. 3.1).

3.2.2 Computation of corresponding friction function

The three average interface shapes obtained from UNH’s July 1997 experiments (Fig.
3.8) were used as input for SlickMap Stage 2 model of the slick quasi-steady shape
(Chapter 4) to calculate both the tangential velocity distribution us(¢) and the cor-
responding friction coefficient function C(§), for an actual water-oil interface shape.
In Stage 2 model, the slick water-oil interface is assumed to be stable and represents
a streamline for the underlying water flow (Section 2.2).

The tangential velocity was obtained by specifying the measured slick, water depth,
and boom geometries in the model and using the flow velocity U, as upstream and
downstream boundary conditions (Fig. 4.10). The friction function was obtained,
following a procedure similar to that used by Milgram and Van Houten’s (1978) [34],
by solving quasi-hydrostatic equilibrium equations (4.52)-(4.58) within the slick, for
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with U = (——) 0.119; (- - - - - ) 0.135, (— - —) 0.151 m/s. Computations with
SlickMap Stage 2 model of friction function C'.

specified values of us, n, dn/dé = —tan 3, and du,/d¢ (in which u,’s derivative was
also obtained from SlickMap’s solution). Combining the quasi-hydrostatic equations,
assuming C, = 0 (no head loss), we find, in non-dimensional form,

!
0}:-&{1_ u'? +2n/}{tanﬂ(1—ap)—|—u’5 iZ_f} (3.1)
with C'y = C’}/u? and u; = —0¢/0n (Eq. (4.60)).

Figs. 3.10, 3.11 and 3.12 show computational results for the three cases selected
from July 1997 experiments. Parts (a) of the figures give the slick and boom geometry,
obtained from Fig. 3.8, as discretized in the BEM model. Parts (b) of the figures show
results for the tangential velocity ), calculated on both the water-air and water-oil
interfaces and on the bottom. On the latter, the non-dimensional tangential velocity
is very close to 1 (i.e., UU), and only slightly increases below the boom. This could be
expected as the ratio of boom draft to water depth is quite large, d/h = 8.25. In front
of the slick, the non-dimensional tangential velocity gradually drops from a value of
1, for the free stream, to a lower value (0.2 to 0.5) at the leading edge of the slick.
Tangential velocity then quickly increases to a value 1.4-1.6 in the headwave, then
drops back to 1, while oscillating, out of phase with the water-oil interface geometry
oscillations. Closer to the boom, the tangential velocity starts gradually dropping to
zero, to satisfy the no-flow condition at the boom. The same occurs downstream of the
boom, where the tangential velocity increase from zero to 1. Parts (c) of the figures
show variations of C%, u! and p}, in the slick headwave. In each case, the friction
function is first negative close to the leading edge, due to the rapid increase in flow
velocity and related drop in dynamic pressure. This indicates a reversal of the shear
stress. The friction function then increases up to a maximum value and then drops
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to almost zero beyond the first few oscillations in the water-oil interface geometry
corresponding to the slick headwave. Milgram and Van Houten (1978) observed a
similar behavior for C'; and pp,.

Finally, Fig. 3.13 shows the variation of C in the slick headwave for the 3 cases.
These are similar to the variations discussed for ;. Such results, together with Mil-
gram and Van Houten initial calculations, were used to develop functional expressions
for C'y as a function of various shape parameters, which are used in SlickMap Stage 2

and 3 models (Eqgs. (4.63) and (4.143)).

3.3 August 1997 experiments

A third set of plane barrier experiments was run at UNH in early August 1997, using
Sundex oil, in a set-up similar to the earlier experiments. Results were provided to
the URI team in September 1997, in the form of two time series of digitized pictures,
taken 2 sec apart, for flow velocities U = 0.114 and 0.157 m/s. To get a better
resolution in the digitized slick pictures, the camera was moved closer to the flume
transparent sidewall than in earlier experiments. Fach picture still had 768 by 484
pixels in the horizontal and vertical directions, respectively but, due to he change in
position of the camera, the resolution of the slick itself was increased to 11 pixels per
cm, which is more than twice better than in the May and July 1997 experiments.

A volume v, = 0.0304 m® (8 gal.) of Sundex oil was used, i.e., the nominal linear
oil volume in the flume was V, = v,/w’ = 0.0258 m®/m. The oil density in these
experiments was p, = 960 kg/m® and the kinematic viscosity was v, = 0.015 m?/s;
hence p, = pov, = 14.4 kg/ms (at 20° Celsius).

In the first set of results, for a low flow speed U = 0.114 m/s, the slick was fairly
long and the total slick length was covered in three overlapping parts, by successively
moving the camera to the headwave region, to the middle region, and then close to
the boom. Labeled markers were positioned every 0.2 m on the flume top rail, to
keep track of longitudinal position. This first set consisted in a time series of images,
taken 2 sec apart : (i) 62 images over the markers 0.8 to 1.2 m; (ii) 62 images over
the markers 0.4 to 0.8 m; and (iii) 76 images over the markers 0 to 0.4 m. For such
a low flow speed, fluctuations in slick shape were observed to be quite small (see,
e.g. Fig. 3.9) and it was possible to reconstitute views of the whole slick profile
from 3 pictures taken at sequential times. Fig. 3.14 for instance gives an example of
such a reconstituted slick profile. The average slick shape and its standard deviation
were calculated for the three sets of images, (i)-(iii), using 62 reconstituted pictures.
Results are plotted in Fig. 3.15 for < 1 m, and compared to those obtained for
U = 0.119 m/s in July 1997 experiments (Fig. 3.8a, Fig. 3.9). In part (a), we see
that, despite the smaller linear volume of oil, the average slick shape in the headwave
is very close to that found in July 1997 experiments for almost the same speed. Due
to the smaller volume, the total slick length is L. = 1.25 m, i.e., about 0.20 m smaller
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Figure 3.14: UNH August 1997 experiments with Sundex oil. Sideview of oil slick
profile for /' = 0.114 m/s, reconstituted from three overlapping partial views taken
at different times by the digital camera.
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than for July 1997 experiment case (a) which is proportional to the difference in slick
volume. In parts (b) and (c¢), both the standard deviation and coefficient of variation
of 77 follow the same trends as in July 1997 experiment case (a), but are about twice
as large. This is likely due to the increased resolution (about twice better) in the
August 1997 experiments, which leads to a better quantification of fluctuations and,
hence to larger values of o, and CV.

In the second set of results, for U = 0.157 m/s, the slick is close to containment
failure and its length is sufficiently reduced to be recorded in one view by the camera,
when moved close to the boom. This second set consists in a time series of 270 images,
taken 2 sec apart, recorded starting 662 sec after the flume flow speed was brought up
to U = 0.157 m/s. Figs. 3.16 to 3.21 show a sequence of such pictures, taken every
100 sec and Fig. 3.22 shows the corresponding smoothed water-oil interface profiles.
We see, the slick interface is constantly changing and fluctuating, while keeping a
nearly constant length, as Kelvin-Helmholtz waves are being created at the headwave
and propagate down the slick interface, eventually leading to some loss of oil under
the boom. Also, it is clear from the pictures that cross flume variations, i.e., three-
dimensional effects are becoming significant. Finally, the slick length, about 0.45 m,
is quite smaller than that measured in the May 1997 experiments, for almost the same
speed (about 0.75 m), which is due to the smaller slick volume. Here, however, the
reduction in slick length, is more than proportional to the reduction in slick volume,
probably because the flow velocity is close to the critical velocity and fluctuations
(Kelvin-Helmholtz waves) in the interface shape lead to enhanced friction and slick
reduction for the part of the slick which is close to the boom.

3.4 August 1999 experiments

These experiments were conducted in the recently upgraded recirculating flume at
UNH (12.2 m long, w = 1.22 m wide and 1.22 m high), with a reduced ambient
turbulence and a higher achievable flow velocity. The main purpose of these experi-
ments was to confirm earlier results obtained by UNH (and provided to URI) using
the previous, less performent, flume and data acquisition system.

A plane panel with constant draft was positioned vertically across the tank (at
z = 0in Fig. 3.24). Slick profiles were recorded using a single digital computer system
connected to 3 high resolution video cameras. Each camera viewfield was set to cover
an overlapping section of the initial slick length. Simultaneous data acquisition was
accomplished using coded camera signals.

Results discussed below correspond to UNH experiments 1 and 2 (those without
waves), which used a panel of draft d = 0.038 and 0.064 m (as in the earlier exper-
iments with Boom # 4), respectively. As before, horsehair was set in the 0.2 m in
front of the barrier. Water depth was A~ = 0.75 m. The oil volume was v, = 0.0218
m?® (5.74 gal.), hence the linear volume was V, = v, = 0.0179 m®/m. Fresh water was
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Figure 3.16: UNH August 1997 experiments with Sundex oil for /' = 0.157 m/s. View
of oil slick profile at ¢ = 662 sec after speed has been specified.
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Figure 3.17: UNH August 1997 experiments with Sundex oil for /' = 0.157 m/s. View
of oil slick profile at ¢ = 762 sec after speed has been specified.
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Figure 3.18: UNH August 1997 experiments with Sundex oil for /' = 0.157 m/s. View
of oil slick profile at ¢ = 862 sec after speed has been specified.
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Figure 3.19: UNH August 1997 experiments with Sundex oil for /' = 0.157 m/s. View
of oil slick profile at ¢ = 962 sec after speed has been specified.
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Figure 3.20: UNH August 1997 experiments with Sundex oil for ' = 0.157 m/s. View
of oil slick profile at ¢ = 1,062 sec after speed has been specified.
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Figure 3.21: UNH August 1997 experiments with Sundex oil for ' = 0.157 m/s. View
of oil slick profile at ¢ = 1,162 sec after speed has been specified.
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used with p,, = 1,000 kg/m?® and Sundex oil was used in the slick, with p, = 960
kg/m? (hence, ¢ = 0.96) and v, = 0.018 m?/s. Flow speed was set to U/ = 0.07 m/s
while deploying the oil, then increased to 0.09 m/s (0.18 kn; e.g., Fig. 3.23a). Flow
speed was then increased by 0.02 m/s steps.

In these experiments, UNH carried out the data analysis of the digitized pictures
and provided URI, in August 1999, with 220 and 181 slick profiles n(z) recorded for
experiments 1 and 2, respectively (1678 and 1676 values for each profile, respectively).
UNH’s data processing procedure was essentially similar to that developed by URI,
as explained above, for UNH’s earlier experimental results, which were provided as
digitized images.

Fig. 3.23a shows flow speed U as a function of time for experiment 1, and Fig.
3.25a shows the same for experiment 2. Fig. 3.23b shows the linear volume V,
calculated as a function of time for experiment 1, by integrating the measured slick
profiles. Fig. 3.25b shows the same results for experiment 2. The calculated linear
volumes are slightly smaller, by about 8%, than the theoretical value 0.0179 m?®/m,
during the first 1,000 and 500 sec of each experiments, respectively. This is consistent
with earlier UNH’s experiments where we observed a reduction of linear volume, due
to sidewall effects and to some oil leaking into the horsehair. During this phase, slick
shape only varies slowly and mostly in the headwave region (Figs. 3.24a and b for
r < —0.8 m, and 3.26a and b for + < —1 m). More significant variations in linear
volume can be seen later in the experiments, indicating that some cross-flume three-
dimensional effects occur. During this phase, the two-dimensional slick profiles show
an intensified dynamics (Figs. 3.24c and d and 3.26¢ to e).

Figs. 3.24 and 3.26 show sets of recorded profiles, 10 frames apart for each of 4 or
5 flow speed values, set in the experiments (Figs. 3.23a and 3.25a). The last figures in
each series correspond to containment failure, with some loss of oil below the boom.
Failure occurs slightly later for the larger draft.

Finally, Fig. 3.27 shows a comparison of slick length . measured in experiment
2 (from leading edge to horsehair), as a function of flow speed U, with results of
UNH May 1997 experiments for the same boom draft (Fig. 3.4). Exponential curve
fits are shown, to both the raw results and the same results linearly scaled for V, =
0.0253 m?/m (the reference linear volume for the earlier experiments). The agreement
between the scaled curve fit and the May 1997 results is quite good, confirming the
good reproducibility of experimental results in the new UNH flume.

3.5 Conclusions

The following conclusions can be drawn from the analysis of results of experiments
conducted at the University of New Hampshire, in coordination with URI studies :

o May 1997 experiments provided 6 values of slick length L as a function of flow
speed U (Fig. 3.4) for a vertical straight boom/barrier of draft D = 0.064
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Figure 3.27: UNH August 1999 experiments 2, with Sundex oil and d = 0.064 m. (o)
Measured slick length L as a function of flow speed and (—) exponential curve fit to
the data. (- - - - - ) Exponential curve fit to the same data linearly scaled to a linear

volume V, = 0.0253 m®/m. (e) UNH May 1997 experiments.
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m. These results are used together with OHMSETT’s experimental results, for
estimating boom draft effect on slick length (Chapter 2).

July 1997 experiments confirmed slick length values and profiles measured in
May 1997 experiments and provided detailed water-oil interface shapes for three
flow velocities (Fig. 3.8). Standard deviation or coefficient of variation for time
series of interface shapes (Fig. 3.9) can be used as measures of small scale
geometric fluctuations in the interface, which are indicative of the occurrence
of small scale Kelvin-Helmholtz waves, known to be a precursor to larger scale
containment failure.

Using SlickMap Stage 2 model, the July 1997 measurements were used to calcu-
late friction coefficient variations C;(&) along the interface for the three specified
flow velocities (Fig. 3.13). These results were helpful to derive functional ex-
pressions of friction in SlickMap Stage 2 and 3 models.

Higher-resolution August 1997 experiments confirmed the earlier results for slick
water-oil interface shape, for the lower flow velocity (Fig. 3.15). August 1997
results for the higher-velocity showed a very active dynamics in the water-oil
interface when the flow velocity is close to the critical speed leading to contain-
ment failure (Fig. 3.22). These results indicate the need for a dynamic model
of containment failure in which interfacial (Kelvin-Helmholtz) waves are taken
into account.

The August 1999 experiments conducted in the new UNH flume using a more
accurate recording system, essentially confirmed the earlier results, showing fluc-
tuations only in the headwave region, for low flow speeds, then a very active
slick dynamics and gradual shortening for intermediate speeds, with the build-
up and propagation of interfacial waves. For critical speeds, the slick does not
shorten further but thickens, as the headwave propagates downstream, until oil
is lost under the boom.

The detailed measurements of water-oil interface shapes made in UNH experi-
ments clearly show the increasing occurrence of small scale geometric features,
particularly in the headwave region, as flow velocity is increased. These features
have been identified in earlier Phases of this study (see Phase I and Il reports) as
Kelvin-Helmholtz shear instability waves. Such waves increase interfacial fric-
tion, leading to slick shortening and, eventually, to the unstable slick shortening
at constant flow speed referred to as critical accumulation (e.g., Figs. 3.16 to
3.21). This is consistent with observations made by Delvigne [9].

As much as Kelvin-Helmholtz waves are key to the understanding and modeling
of containment failure, UNH experimental results also show that these waves
occur at a scale much smaller than the global oscillations defining the water-
oil interface shape (e.g., fitted or smoothed profiles in Figs. 3.8, 3.15 or 3.22).
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Hence, such small waves can likely not be accurately and individually resolved in
a realistic numerical model of containment failure, but their effect, particularly
on interfacial friction must be included in the model, in a way that is flow
velocity dependent. This is the modeling approach followed in SlickMap Stage
3 model (Chapter 4).
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Chapter 4

Theoretical developments for

SlickMap Model

4.1 Static Initialization : Stage 1 Model

The purpose of the Stage 1 model is to estimate an approximate initial slick shape,
on which actual computations will be performed using the Stage 2 and 3 models.
This is done using static equilibrium and energy conservation equations, assuming a
pseudo-hydrostatic force balance within the slick (Section 4.1.3). A global head loss
coefficient ('), is introduced to model energy dissipation along the water-oil interface
(Section 4.1.2). This coefficient is estimated from the shear stress average work along
the interface (Section 4.1.5). The slick is assumed to take a realistic, albeit, theoretical
shape, including a headwave, and to act as a solid wall, as far as the underlying water
flow (Fig. 4.1; Section 4.1.1).

For each slick case, in addition to the boom geometry and water depth, a series of
physical parameters is initially specified :

e V, : linear volume of oil per unit width of boom (m?®/m) (i.e., linear volume)
[Note, SlickMap has a tool transforming total slick volume v, (m?®) contained by
a catenary shape boom into the linear volume.];

e U : free water flow velocity (i.e., relative current speed; m/s);
e p, : specific mass of water (kg/m?);
e p, : specific mass of oil (kg/m?), or density ratio ¢ = p,/pw;

e Y : approximate fraction of slick length initially covered by the headwave (typ-
ically one-third);

The following parameters are estimated by Stage 1 model :

e [ : oil slick length (m);
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Figure 4.1: Sketch of slick shape and parameters for the Stage 1 model, with indication
of the important parameters.

e D : oil slick depth at boom skirt (¢ = L) (m);

o ('}, : friction head loss coefficient;

e \ : fraction of D representing the oil slick height above MWL at the boom;
o (4, @ average Iriction coeflicient for water-oil interface;

Before accessing the Stage 1 model, SlickMap goes through a pre-design tool in
which the user is asked :
(i) either to provide the average friction coefficient on the oil/water interface as input;
(ii) or to specify the slick length, from which average friction can be calculated.
In both cases, when available, an existing data base of experimental results (UNH,
OHMSETT; see Chapters 2 and 3) can also be used to supply values of Cy,, or L,
as a function of specified physical parameters. In this case, no additional information
has to be provided by the user.
(iii) In case the boom has a catenary shape, the user can provide the volume of oil v,
and SlickMap pre-design tools calculates the equivalent V.

4.1.1 Slick geometry and oil volume conservation

In Stage 1, the air-oil interface geometry, m(§), is assumed to take a third-order shape
above the mean water level (MWL), as a function of, £ =  —x;, (with zp, the abscissa
of the slick leading edge O), with a zero slope at both extremities, for £ = 0 and L
(Fig. 4.1). Thus,

_dm _dm

m(0) = d—f(o) =W

(L)y=0 and m(L)=xD
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and we find,

&)=y D (3—%) (1)

Following Zalosh (1974), we assume that the shape of the water-oil interface of the
slick (i.e., underwater oil thickness measured from MWL), n(¢), is made of a headwave
region with sinusoidal thickness variation, for £ < ¢, = Y L, and a back region with
constant thickness D, for £ > &, i.e.,

26
n€) = D ; §> 6 (4.2)

nE) = Dsm<”§) <t

In all cases, the oil volume per unit width of boom, V,, is specified and, hence, one
must impose in the model that this volume is conserved. For the static slick geometry
thus defined, oil volume conservation can be expressed as,

Vo = [ e+ pra v+ [ mie)ag

- DL{Y(3—1)+1+5}

T 2
or,
_ X
V, = DL {el + 5} (4.3)
with the specified coefficient,
2
er=Y(——-1)+1 (4.4)
s

4.1.2 Energy conservation

Energy conservation for the water flow around the slick—considered as a solid body—
can be expressed in the form of a Bernoulli equation. Assuming the flow is uniform
to | ua |= U, far upstream of the slick leading edge, e.g. at A (Fig. 4.1), we have, for
any point X along the slick water-oil interface,

1 1
Pat 5wl +pugza=px +5pu [ ux " —pugn+ Apx (4.5)
in which p4 = 0 is the atmospheric pressure, n = —z, and py and Apy, are the total

pressure and pressure (head) loss at X, respectively.

The last term in Eq. (4.5) represents a pressure drop due to frictional loss of energy
along the slick interface in between O and X. Assuming, as a first approximation,
that there is no loss between A and O, the slick leading edge, and that all of the
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loss gradually occurs within the headwave region, for ¢ < &,, proportionally to oil
underwater thickness, we further have,

Apx = Ap% (4.6)

in which Ap is the total head loss occurring along the slick interface, between O and

B, defined as,

1
Ap = 5 Pu Cy U? (4.7)

with Cj, a nondimensional head loss coefficient. Combining Eqs. (4.5) to (4.7), we
get,

1 | uy |2 Ch
Dx = pu _wU2{1——— —} 4.8
PX = pugnt5p g 1 (4.8)
We also have, by definition of a pressure,
PX = PH + PD and, PH = Puw g (4.9)

with pg and pp the hydrostatic and hydrodynamic pressures at X, respectively. Hence,
from Eqgs. (4.8) and (4.9), we finally have,

1
pD:—,owW{l— (4.10)

2
Physically, Eq. (4.8) indicates that the pressure continuously increases from 0 at
the slick leading edge to,
1 2
PB = pug D+ 5puU {1 —Chr} (4.11)

at the boom skirt, where there is a flow stagnation point and | ug |= 0, where the
pressure is composed of the hydrostatic part, augmented by the drop in kinetic energy
of the flow, mitigated by the frictional energy loss. Note, in the following, for clarity
we will sometimes use the effective flow coefficient S}, defined as,

Sp=1—C (4.12)

4.1.3 Vertical and horizontal equilibrium equations

As in Milgram and Van Houten (1978), we assume that the oil slick is in pseudo-
hydrostatic equilibrium on top of the underlying water flow. Thus, horizontal and
vertical equilibrium equations are derived for the oil slick, by considering a free-body
diagram such as in Fig. 4.2.
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dp

X
p,* —d

Figure 4.2: Free-body diagram for pseudo-hydrostatic equilibrium in oil slick

We find, at any point X of the water-oil interface, for the vertical (pressure) equi-
librium equation,

on
PX =094~ 5 (4.13)

where o, denotes the interfacial tension for water-oil interface and 1/R = 93/0s = (3
is the curvature of the interface. [Note, interfacial tension is assumed to be zero at

Stage 1, due to the smooth interface.]
Combining Eqs. (4.9) and (4.13), we find,

PD = Ppw g (99(] - n) — Owo ﬁs (414)
or, for o,, =0,
1 ¢
qz—{p—D+n} (4.15)
Y Puwd

Applying this equation on the boom skirt at B, where the total slick thickness is
defined as ¢ = (1 + x) D (Fig. 4.1), and using Eqs. (4.11) and (4.12), we find,

1 ( U?
(= — 1, -1 4.1
X go{QgDSh—l_} (4.16)
or,
S
X:€35h—|-€2 (417)

with the specified coefficients,

1 2
E9g = — — 1 and, €3 = (418)
@ 29

[Note, e3 has the dimension of a length.]
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For the horizontal (shear) equilibrium equation, we find, neglecting interfacial
tension’s horizontal projection,

1 1 dg 1 dpx
§pogq2— 3 (q—l— _fdf) + 7 cos/8d§—|—§ <2pX+d—§d§) sin3dé =0

where 7, denotes the frictional shear stress along the interface. Neglecting second-
order terms with respect to first-order contributions, and using,

dn B
& tan (3 (4.19)

dn dq
Shear stress along the water-oil interface appears as a result of interfacial friction,

which is essentially driven by the water flow —since we assumed there is no flow

within the slick—. Hence, shear stress in Eq. (4.20) can classically be defined as,

1
Ts = 5 Pu Cu? (4.21)
in which us = (ux-s) is the flow velocity along the interface in the tangential direction
s, Cy is the interfacial friction coefficient, which varies along the interface as a function

we finally get, for 3 < 1,

T+ px o7 (4.20)

of small scale interfacial geometric features (e.g., KH waves) and of small scale features
of the water flow induced by those (e.g., eddies,...). Since the slick is assumed for
Stage 1 model to behave as a solid wall, there is no normal velocity along the interface
and, simply, u, =| uy |.

An alternative definition of shear stress will also be used, by introducing the

equivalent friction coefficient,
u?

€)= 25 Cy (4.22)
Combining Eqgs. (4.21) and (4.22), we have,
1
Ts = § Pw CJ/I U2 (423)

which is now defined as a function of the free flow velocity U.
Combining Eqgs. (4.13), (4.20), (4.18) and (4.22), we find,
1 fdq dn}
L= — - — 4.24
Of {df d¢ ( )
or, with the geometric definitions in Flg. 4.1,
1 dm
r_

For Stage 1 model, the right—hand—mde of Eq. (4.25) is defined from both the input
parameters and the assumed slick geometry. It should be noted that, when £ > £, and
n=2Die g=D+m, we have dm/d¢ = dg/d¢; this will lead to some simplifications
in the expression for the average friction coefficient derived below.

with ¢g=m+n (4.25)

98



4.1.4 Average friction coefficient

In the Stage 1 model, the slick geometry is defined by Eqs. (4.1) and (4.2). Hence,
Eq. (4.25) can be applied to express the variation of the equivalent friction coefficient
C%. To also express the variation of friction coefficient Cy, using Eq. (4.22), simple
hypotheses for the variation of the tangential velocity ug are introduced, as,
u = — for £<6,
cos (3
u, = U for £>¢&, (4.26)

Finally, equations can be averaged over the slick length to provide the values of
average friction coefficients C';, and Cy,,. The latter being a user or experimentally
supplied parameter in the problem.

Combining Eqgs. (4.1) and (4.25), we find,
e B0 L) o

with n(£) given by Eq. (4.2). Using the velocity definition (4.26), we see that C'; = Cf
for £ > £,. Hence, average friction coefficients can be calculated as,

1 YL 1 /L
(ClosCrn) = 7 [ CHOMeos?p) de+ 7 [ Cp&)d

= (L, I2) + I (4.28)

Integrating Eq. (4.27) for n(§) = D, we find,

2

[2_

__fgx{u—3Y?+mﬂy+§u—«g—my—4yﬂyﬂ} (4.29)

and we also have, formally,

D* (2, \
(N1, I32) = —ngX{PY Jiz+x6Y 91,2} (4.30)
with, for C%,
2
fo= 1—2(1——)Y
7T
3 1

= Y +-Y? 4.31
g 1 + 3 (4.31)

both known from the input data. For Cy,,, using Eq. (4.2), we first define,

T

cos? = {1+ <} cos? (24 (¢/D)) 1 with 2y = S

(4.32)

~|T
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Figure 4.3: Functions fy/fi (——) and g2/¢g1 (- - - - - ) from Eq. (4.35), as a function
of Y =a: 1/4,b: 1/3, ¢: 1/2, and D/L.
and, from Eqs. (4.27), (4.28) and (4.32), we define,
- /W/Qu(1—¥u) sinud
S 1 + &2 cos?u Y
16 /2 43 (3 — 190 4 822
o 6 w P Ut ) du (4.33)

m* Jo 1+ &2 cos?u

with u = w€/(2Y L). Integrals in Eq. (4.33) cannot be expressed in closed form and
must be numerically calculated as a function of input parameter Y and variable D/ L
(with e4(Y, D/L) given by Eq. (4.32)). For Y = 1/3, for instance, Eq. (4.31) gives
f1 = 0.7577 and ¢, = 0.4537 whereas, for D/L = 0.05, Eq. (4.33) gives f; = 0.7478
and g, = 0.4498, which are close but not quite equal to f; and g;. Furthermore, we
easily verify that to the limit for D/L — 0, f, and g, tend to f; and ¢y, respectively.
Figure 4.3 gives the variation of f5/f; and ¢2/¢; as a function of Y and D/L values.

Finally, combining Eqs. (4.28) to (4.33), we find for the average friction coeffi-

cients,
2

D
(C}mv Cim) = T s X{Fi2+ xGia} (4.34)
3

with,
24
Fio = 14Y? (—2f172—3> +2Y3
T

| 9
Ghs = §+Y4(691,2—§)+2y5(3—1/) (4.35)
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Figure 4.4: Functions Fy/Fy (——) and Gy/Gy (- - - - - ) from Eqs. (4.31) and (4.33),
as a function of Y = a: 1/4, b: 1/3, ¢: 1/2, and D/L.

For Y = 1/3, for instance, Eq. (4.35) gives Fy = 0.9455 and (G; = 0.5000 whereas,
for D/L = 0.05, Eq. (4.33) gives Fy = 0.9428 and Gy = 0.4997, which are close but
not quite equal to F; and ;. Figure 4.4 gives the variations of Fy/F; and G5 /Gy as
a function of Y and D/L values.

4.1.5 Equivalence of mechanical work

Head loss coefficients C}, or S}, are estimated in the Stage 1 model by expressing that
the work of the shear stress along the water-oil interface, denoted as boundary T'y
(between O and B on Fig. 4.1), is equivalent to the work of the pressure (head) energy
loss Apx, defined by Eqgs. (4.6) and (4.7), along the interface.

First, the power dissipated by 7, for the flow occurring in the tangential direction
to the interface is expressed as,

7)'r - Ts Us ds (436)
Fsl
or, with the definition (4.23),
Po=tput? [ Chusds=Lp, 010 4.37
=g U Crueds =5 o0 UPLE (4.37)
with the definition,
~ 1
G = /F ' uy ds (4.38)
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The travel time of a water particle along the interface boundary I'y; can be esti-
mated as,
ds L
Li=[ Sas for 1=0 4.39
! rgous U o ( )
Hence, with Eqgs. (4.37) and (4.39), the work of the shear stress between O and B can
be estimated as,

1 .
Wr =T, Pr 2 5 pu UL (4.40)

Now, Ap represents a total energy loss per unit volume of fluid at the boom skirt.
This pressure drop, however, occurs progressively along the slick and produces a work
acting against the flow velocity uy, whose power can be expressed as,

1 U3 L .

Pp:/FSl Apx ug,ds = §pw70hn (4.41)

with Apx given by Eqs. (4.6), (4.7), and the definition,

1
N = — sd 4.42
M= J s ds (4.42)
Similarly, the work of Apx is,
| .

W, = 1P, = 5 py U LGy % (4.43)

Hence, using the definition of the slick geometry Eq. (4.2), and the hypothesis
made for the velocity variation in the slick headwave, Eq. (4.26), we find, from Eq.
(4.38), using Eq. (4.32) and d¢ = cos 3 ds,

CN} = %{/OL C d¢ + &2 /OYL C’ cos? (g4 (€/ D)) df} (4.44)

It can be shown, using Eq. (4.27), that the second integral in Eq. (4.44) can be
neglected for the Stage 1 model, and we simply find CN'} = (4, ~ Cpp (the lat-
ter assumption will be discussed below). For Eq. (4.42), by analogy with similar
transformations made before, we have,

D YL w/2
T Z{L(l_y)—l_— (1—|—5?1 COSQU) sinudu}
1 7D\?
= o{a+gp(7) ) )

It is now assumed that pressure and shear stress works are equivalent or, W, = W,

and, from Eqs. (4.39) to (4.45), we find,
(CJ/‘WN Cfm)

Cp o~ ————5
51+§<%)

(4.46)

Using Eq. (4.12), we similarly get S},.
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4.1.6 Solution of Stage 1 model equations

Equations developed above for the Stage 1 model, are now combined to find all the
parameters of an initial static slick, assuming that V,,U,,Y and C%, or Cy,, are
specified as input.

Thus, from the volume conservation Eq. (4.3), we have,

V,
L= —— 4.47
D (51 + %) ( )

with definition (4.4) for ;. From the energy conservation and vertical equilibrium
Eq. (4.17) and from the equivalent work Eq. (4.46), with definitions (4.12) and (4.18)
of Sh,e5 and e3, we have,

X = %Sh+52
2
51+$<%)

From the average friction Eq. (4.34), with definitions (4.31), (4.33) and (4.35), we
have, using Eq. (4.47),

Sp o= 1— (4.48)

53‘/0(0/m70fm) %
/ )} (4.49)

D:{
X(Fizs+xGig) (a1 + %

In SlickMap, at the pre-design Stage, prior to running the Stage 1 model, two cases
are possible depending on whether : (i) the average friction Cf,, or C%,; (ii) or the
initial slick length L are specified, both for a low initial current/flow velocity. Thus,
for specified values of the other input parameters, L (i) or (Cy,,C%,,) (ii), D, and x
are found by iterating Eqs. (4.47) to (4.49) until convergence is reached. This is done
using two nested iteration loops. The first loop uses (Cf,,C%,,) (i) or S (ii) as an
iteration parameter, starting from an initial value of 0.1 or 1, respectively, in the first
Eq. (4.48). The second (inner) loop uses D as the iteration parameter, starting from
an initial value of D = e3. After convergence of the iterations is reached, the initial
slick shape is expressed by Eqs. (4.1) and (4.2).

Note that, as discussed before, when (%, is used as a parameter, functions Fy and
(7y take constant values for a given Y, whereas when C',, is used, functions F; and
(4 also (weakly) depend on D/L, through the effect of ¢4 in integrals for f; and g,
in Eq. (4.33) (see Figs. 4.3 and 4.4). In the latter case, the iterative solution is thus
made slightly more complicated.

Figure 4.5 illustrates the solution performed with the Stage 1 model, but in a
slightly different manner in which friction is unknown and the slick aspect ratio D/ L
is specified. Variations of average friction coefficients Cy,, and (%, are calculated

103



Figure 4.5: Functions Cy,, (——) and C%, (- - - -- ) from Egs. (4.47) to (4.49), as a
function of U = a: 0.1, b: 0.2, ¢: 0.3, d: 0.4, e: 0.5 (m/s), and D/L, for Y = 1/3,
v = 0.927, and V, = 0.0235 m*®/m.

for various values of current speed U = 0.1 to 0.5 m/s, andD/L, assuming Y = 1/3,
¢ = 0.927, and V, = 0.0235 m®/m (which corresponds to some of the experiments
described in Chapters 2 and 3). As could be expected from Figs. 4.3 and 4.4, the
difference between both expressions of the average friction coefficient, Cy,, or C%,,
is minor in Stage 1 (which a posteriori justifies some of the approximations made
earlier). Also we see that, as expected, as U decreases, for a given slick aspect ratio,
the average friction coefficient increases. Figs. 4.6 and 4.7 give variations of L, D, x
and S} calculated for the same cases as in Fig. 4.5.

Figure 4.8 shows the solution obtained with the Stage 1 model, in the case Cy,,
is specified (in between 0.025 and 0.2 in the figures) and the slick parameters are
calculated as a function of current speed U, still assuming Y = 1/3, ¢ = 0.927, and
V, = 0.0235 m®/m, as in Figs. 4.5 to 4.7. Finally, Fig. 4.9 shows slick shapes m(§)
and n(§), calculated at Stage 1 for a few selected cases in Fig. 4.8, with Cy,, = 0.1
and U = 0.1 to 0.4 m/s. We see in these figures that, as expected, the slick shortens
and thickens as the current speed increases, while keeping the theoretical shape shown
in Fig. 4.1.

Shapes and slick parameters estimated with the Stage 1 model are iteratively
refined using the Stage 2 model, by using a more accurate tangential velocity variation,
calculated over the slick water-oil interface by a Boundary Element Method.
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Figure 4.6: Variations of : (a) L and (b) D, calculated for the same cases as in Fig.
4.5 (Cy,, case), as a function of U = a: 0.1, b: 0.2, ¢: 0.3, d: 0.4, e: 0.5 (m/s), and
D/L, for Y =1/3, ¢ = 0.927, and V, = 0.0235 m®/m.
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Figure 4.7: Variations of : (a) y and (b) Sj, calculated for the same cases as in Fig.
4.5 (Cy,, case), as a function of U = a: 0.1, b: 0.2, ¢: 0.3, d: 0.4, e: 0.5 (m/s), and
D/L, for Y =1/3, ¢ = 0.927, and V, = 0.0235 m®/m.
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Figure 4.8: Variations of : (a) L, (b) D/L, and (¢) x calculated as a function of U
for Cy,, = a: 0.025, b: 0.05, c¢: 0.075, d: 0.10, e: 0.125, f: 0.15, g: 0.175, h: 0.20, for
Y =1/3, ¢ =0.927, and V, = 0.0235 m>/m.
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Figure 4.9: Shape of oil slick at Stage 1 for selected cases of Fig. 4.8, with Y = 1/3,
0 =0.927,V, = 0.0235 m*/m, C,, = 0.1 and U = : a: 0.1, b: 0.2, ¢: 0.3, d: 0.4 m/s.

4.2 TIterative Static Initialization : Stage 2 Model

In the Stage 2 model, the initial static slick shape, estimated with the Stage 1 model,
is refined by calculating the external (ideal) flow in the water and iteratively refining
slick shape through applying pseudo-hydrostatic equilibrium equations, including a
head loss, similar to those used in Stage 1 (Section 4.2.1). The head loss coefficient is
again found by applying the principle of equivalent work (Section 4.2.4).

In this static calculation, the air-water free surfaces upstream and downstream of
the slick, and the slick water-oil interface, are still assumed to act as solid walls as far
as the underlying water flow; hence, there is no normal flow velocity and interfaces are
represented by no-flow boundary conditions. The ideal (irrotational) flow calculation
is performed by a Boundary Element Method (BEM), using a discretization of the
whole boundary of the water domain, made of nodes and higher-order elements to
interpolate between the nodes (Section 4.2.2).

Interfacial friction, represented by the friction coefficient function (FCF) Cy(€), is
the key mechanism governing variations of oil slick thickness ¢(¢). In SlickMap, it is
assumed that the average friction coefficient C'y,, is specified by the user, or obtained
from a data base of experiments. Assuming identical average friction values, the shape
selected for the FCF will affect the formation of the slick headwave and, ultimately,
slick stability and containment failure. In the Stage 2 model, a canonical equation,
function of several parameters, is introduced to model the FCF and its average value
is iteratively adjusted to match the user-specified average friction coefficient along the
slick (Section 4.2.3).

Based on flow calculations, the two interfaces, air-oil and water-oil, of the oil slick
are individually updated, node by node, such as to satisfy the equilibrium equations;
their shape is then smoothed out by a high degree polynomial, to eliminate small ir-
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Figure 4.10: Sketch of computational domain {2 and boundaries I'y, I',q, I';2 and T’y
for the external water flow computation using streamfunction theory and the BEM
model. Boundaries I'y and T, are rigid no-flow boundaries and a uniform flow U is
specified on boundaries I',; and T',2. Discretization nodes (o) and (e) are used in
the BEM solution of the water flow and locations of nodes (e) on the slick water-oil
interface are iteratively calculated to satisfy equilibrium equations. Nodes marked as
1,7+ 1, illustrate the iterative method of interfacial updating.

regularities generated during the iterative solution. After smoothing has been applied
to the interfaces, the slick length is adjusted by moving the boom in order to specify
oil volume conservation (Section 4.2.5).

4.2.1 Pseudo-hydrostatic equilibrium equations

Equations used within the slick in the Stage 2 model are the same equations as used
in the Stage 1 model, to express : (i) energy conservation including a head loss,
Eq. (4.9); (ii) pseudo-hydrostatic equilibrium (vertical Eq. (4.15) and horizontal Eq.
(4.25)); and (iii) mechanical work equivalence Eq. (4.41). We also note that, due to
the no-flow condition at the water-oil interface, we have : | ux |= u-s = u, (Fig.
4.10).

In Stage 2, the following non-dimensional (primed) variables are introduced, to
simplify the algebraic developments, based on a length scale o< U?/g, a velocity scale
o« U, and a stress scale o< p,,U?,

ES 949 o, gn L Us
5 = ﬁ ) qg = m ) n = ﬁ ) Uy = F (450)
pp = -7 L, ; Cp=Cruy (4.51)

puU T gpU?
Using definitions (4.50) and (4.51), Eqs. (4.9), (4.15), and (4.25) with (4.18)
transform into,

Pp = 5(1—ul’ = Cir) (4.52)

DO | =
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with,

cr = ¢ 5—; _ % (4.53)
q = é{p’p + 7'} with, ¢ =m' + 7' (4.54)

and Ao C}
TRy (4.55)

Combining Eqgs. (4.52) to (4.55), we further have,

dm/’ _ O} _ C’}
¢ 2(pp+n) 1 —ul2 4+ (2-C))n

= fm(£) (4.56)

Differentiating Eq. (4.54) with respect to ¢ and using (4.19), we also have,

d¢ 1 Gy A
e LTS SR BV (457)

and, using Eqs. (4.56) and (4.57),

dy’ . . ,
€& Jo&) — fm(E) (4.58)

4.2.2 External flow calculation

In the slick pseudo-hydrostatic equilibrium equations presented above, the effect of
the underlying water flow is transmitted through both the dynamic pressure and the
shear stress at the interface. Both of these, essentially, depend on the water flow
velocity at the water-oil interface I'y, represented by the tangential velocity u,, and
on the interface geometry (Fig. 4.10).

At Stage 2, the slick is assumed not to move, i.e., to be in static equilibrium for each
successive iteration. Hence, the water flow is considered as an external flow past an
obstacle having a geometry defined by the slick and boom. The free surface upstream
of the slick and downstream the boom, together with the water/slick interface and
the boom, are assumed to be rigid walls, as well as the bottom, i.e., A-F and G-H are
streamlines. Due to the slenderness of the slick geometry, an ideal flow approximation,
implying no flow separation, is made for the water flow under the slick. Note, flow
separation will occur downstream of the boom but should not significantly influence
the flow in the vicinity of the slick, particularly in the headwave region.

Using a streamfunction representation of the ideal flow in the water domain €,
continuity equation reads (Fig. 4.10),

V3% =0 ;inQ (4.59)
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where v is the streamfunction defined such that,
L .
0z T O T on

where (u,w) are horizontal and vertical velocity components in the water and n and
s denote the normal and tangential directions along the slick interface, respectively.
Eq. (4.59) is solved using a Boundary Integral Equation representation (BIE),

—u.-s= (4.60)

0 0G(x,x
atx) v = [ {50 G -0 5 areg e
in which,
1
G(x,x;) = —— log | x — x; | (4.62)
2T
is the free space Green’s function, x = (x,z) and x; = (x,2;) represent position

vectors for points on the boundary I'; and a(x;) is a geometric coefficient.

The BIE (4.61) is solved using a higher-order Boundary Element Method (BEM)
(Grilli and Subramanya [22, 24]), together with boundary conditions expressing no-
flow on the bottom boundary I'y; and on the free surface, slick interface and boom I';
and uniform incoming and outgoing flows on lateral boundaries I',; and I'5. Note that
the present method was developed for (and thus requires) domains with boundaries
located at finite distance. Hence, a bottom and lateral boundaries are always needed
to make sure I' is a closed boundary. If one wishes to solve for the flow under a slick
in very deep water, one just has to locate the bottom boundary far enough below
the slick for this boundary not to influence the flow close to the slick interface. In
practical computations, we found that, when the bottom boundary was located at
least ten times deeper than the boom draft, no significant influence of the bottom
boundary could be found on the tangential velocity at the slick interface. Lateral
boundaries should be located far enough ahead and behind the slick for the horizontal
flow velocity to be very close to U. Using SlickMap for the Stage 2 model, the user
can easily define parameters for the BEM discretization, i.e., the size of the BEM
domain upstream and downstream of the boom,and node and element densities on
each boundary segment of the BEM domain (Fig. 4.10). Default values for the BEM
parameters are first proposed that the user is then free to modify at will (see details
in Chapter 5).

In a streamfunction representation, no-flow boundary conditions correspond to
specifying streamlines with ¢ = constant. In the present case, we set ©») = 0 on I', and
b =hU on Ty (i.e., A to F). Horizontal flow conditions are specified as 1, = 0 on I,y
and I',9, where indices n indicate partial n-derivative. Note that the latter boundary
condition does not impose u = U but only w = 0 on lateral boundaries. The solution
will produce v = U provided lateral boundaries are located far enough from the slick
and boom. In this case, a linearly varying streamfunction should be obtained in the
vertical direction, as the solution of Eq. (4.61), on ',y and I'yg, e, b =| z | U.
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The solution on I'y directly provides, us = —dy/0On = —1,, along the slick in-
terface, to be used in the slick equilibrium equations. Hence, the ideal flow solution
allows one to calculate the dynamic pressure and the shear stress along the slick
(provided Cy’s variation is known), for any assumed slick shape.

The numerical solution of Eqs. (4.61) and (4.62), with relevant boundary condi-
tions, is performed using a higher-order BEM method in which discretization nodes are
specified on boundary I' =T’y + 'y + I';; + ', and quadratic isoparametric elements
are used to interpolate in between discretization nodes on the lateral and bottom
boundaries, and cubic elements with continuity of the slope on the various interfaces
and free surfaces. Both regular and singular integrals in Eq. (4.61) are performed
numerically, using Gauss quadrature methods for the regular integrals, and a similar
method, well-suited to logarithmic singularities, for the singular integral. An algebraic
system of equations is thus assembled and solved for the unknowns at the discretiza-
tion nodes, i.e., ¥ or ¥,, whichever is not set by boundary conditions. Details of the
BEM method and numerical integrations can be found in Grilli et al. [22, 24, 25].
Finally, quasi-singular integrals occurring when a node, not on the boundary, is close
to the boundary are handled by adaptive integration (Grilli and Subramanya [23])

Additional difficulties arise in the numerical solution of the present problem in
relation to the proper representation of BIE’s for corners located at the intersections
between boundaries having different types of boundary conditions and normal direc-
tions (points A, F, G, and H in Fig. 4.10). To address corner problems in the BEM
algorithm, double-node representations and corner compatibility equations are used
(Grilli and Svendsen [25]). Within boundary I'f, there are also points with disconti-
nuities in the tangential direction. These are the corners points B to E for the BEM
boundary along the boom. To eliminate this problem at the boom corners C and D,
the sharp corner is replace by small quarter circles of radius b/10, where b denotes
the boom width. For B and E, due to the two normal directions, double-nodes are
also used; physically, however, the velocity must be zero and this is also specified in
the numerical solution.

4.2.3 Friction coefficient model equation

Milgram and Van Houten (1978) [34] estimated the variation of the FCF Cf(¢) along
experimentally measured oil slicks contained by a boom, using pseudo-hydrostatic
equilibrium equations similar to Eqgs. (4.52) to (4.55) (with C, = 0; no head loss) and
back-calculating the friction coefficient variation corresponding to a measured slick
shape. In Phase I11/1 of this project, we performed similar analyses, using detailed
laboratory experiments carried out at the University of New Hampshire (see Chapter
3). Using results of new field experiments at OHMSETT (see Chapter 2), performed
during Phase 111, and static analyses similar to those described in Stage 1, we also
estimated values of average friction coefficients for measured slick lengths at given tow
speeds (see Chapter 2). In the Phase II report, we proposed preliminary theoretical
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considerations related to boundary layer theory, to qualitatively define the shape of
the FCF. These were further refined during Phases 111/1 and 2.

From these experimental and theoretical analyses, it appears that (' shows a sharp
increase in front of the headwave, followed by a gradual decrease in the back of the
headwave. Therefore, as also concluded in [34], dynamic pressure plays an important
role in determining slick shape in the headwave region. As will be shown in the
computational results, both 7" and u! exhibit significant variations in the headwave
region and, hence, so does p},, through Eq. (4.52).

In Stage 2 model, a semi-empirical representation of C¢(€) is introduced along the
slick, based on a few coefficients which will be estimated based on both physics and
experiments. The variation Cy o< £7'/2 obtained from simple laminar boundary layer
theory for a smooth plate (Batchelor, 1967), indicates that C'y should decrease from a
large initial value, as € increases, and asymptotically tend to zero. One should expect,
however, for a rough boundary, C'; to eventually reach a small but non-zero value,
say Cy,, at the back of the slick. At the front of the slick, experiments show that
(s values are bounded and drop to zero at the slick leading edge. Combining these
observations, the following equation is used for representing the variation of C'y along
the slick,

e’ -5 - &y
Cf:Cfo{l—e Kt axe X} with, X:<§_,) (4.63)
P
where p, a, 3, and v, are nondimensional coefficients and Cy, and ¢ are partly
estimated based on experiments.

The FCF modeled by Eq. (4.63) is zero for £’ = 0, at the slick leading edge, and
tends to Cy, for a large ¢’ ~ L' = Lg/U? > 1, at the boom skirt. We now further
assume that : (i) the maximum friction is, C¢(£)) = ACy,, and occurs at the peak
location & = ¢ £/, representing a fraction ¢ of the headwave length &) = Y L’; and (ii)
at the back of the headwave, for & = ¢, friction is down to, Ct(&) = (1 — €/2) Cy,,
with € < 1. We find, from condition (i),

pESE, : —u' el
a=—1""~° with, k=¢e""% (4.64)
(B —1)e P
and,
proE,

L mEIE 4.65
B + YA =14 k) ( )

and from condition (ii),

1 €

= o (4.66)

Hence, assuming € is set to a small value, e.g., 1%, and using Eqs. (4.64) to (4.66),
only three independent shape parameters must be specified to define the FCF Eq.
(4.63) : 6§ € [0,1],A > 1 and v > 1, which specify the location, elevation, and
peakedness, respectively, of the maximum friction within the headwave region. Figure
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4.11 illustrates the sensitivity of C't/Cy, to variations of v, §, and A, for € = 0.01 and
Y=1/3. Clearly, both v = 2 in Fig. 4.11a and § = 0.5 in Fig. 4.11b, provide a
better distribution of the friction variation over the headwave region (for £/L = 0 to
Y = 1/3); hence, these values are used in calculations with SlickMap.

The value of friction in the back of the slick, Cy,, is obtained from the specified
average friction coefficient as,

T ) {1 — e r fay e fx}de

(4.67)

Figure 4.12 shows the sensitivity of C,,/C, to variations of A, v, and Y, for ¢ = 0.01
and & = 0.5. The figure shows that A, i.e., the relative peak friction value is the
parameter providing the largest variation of the average friction, whereas changes in
Y and v produce less variation of average friction. Hence, the values Y = 1/3 and
v = 2 will be used in calculations with SlickMap, whereas both Cy, and (to a lesser
extent) A, will be made problem dependent.

4.2.4 Equivalence of mechanical work

Head loss coefficients C', or S}, are re-calculated at Stage 2 for each iterative refinement
of the slick shape n(¢) and underlying flow tangential velocity us(£). Asin Stage 1, this
is done by expressing that the work of the shear stress along the water-oil interface,
denoted as boundary I'y; (between O and B on Fig. 4.10), is equivalent to the work
of the pressure (head) loss Apx, defined by Eqs. (4.6) and (4.7), along the interface.

Equations therefore are the same as those used in Stage 1 but integrals defining
CN}, T;, and 7 have to be performed numerically, using the calculated values of n(§)
and u,(€), as well as the friction function C¢(§) defined by Eq. (4.63). Thus, using
Eqgs. (4.39) to (4.43), and (4.50) to (4.53), we have, assuming that W, = W,

CNr/ D' ’
Cp = —L or, (I =-L (4.68)
n' '
Using Eq. (4.12), we similarly get Sj.| with
g q ) yg )
cr=L [ o,y (4.69)
f— L' Jr, s :
and,
~ 1
n = 7 n'ul ds’ (4.70)
sl

4.2.5 [Iterative updating of slick geometry

Starting from the approximate slick shape calculated in Stage 1 : n°(¢), and m°(§), a
BEM discretization is defined for the water domain, such as sketched in Fig. 4.10 and
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the underlying water tangential flow velocity u? = —, is calculated along the water-
oil interface boundary I'y; (O-B on the figure), which is a subsection of I'y (where the
superscript o denotes the first iteration in the process).

Pseudo-hydrostatic Eqs. (4.52)-(4.58) are integrated node by node along I'y;, with
respect to £, to calculate an updated slick geometry, for the next iteration, and so
on until convergence is reached within some error margin. At each iteration, the
geometry is smoothed and conservation of oil volume is specified.

More specifically, referring to Eqs. (4.56) and (4.58), we define, for iteration k and
for points s =1,..., Ng — 1,

Am’f_H = /jH *(¢') cos Bds’ (4.71)
Aoty = [TUHE) - S} cosp s (1.72)

with, in the definition of f* and f;“, using Eqs. (4.68) to (4.70),

ot ==L (4.73)

in which d¢’ = cos Gds’, with s’ the nondimensional curvilinear abscissa along the

water-oil interface I'y;, discretized by Ny points. Note, these integrals are calculated

by numerical integration (Gauss quadrature) within each BEM element of I'y;.
Based on Eq. (4.55), we define the following residual function,

1 dm’
R = 5 P —ed 1@ (4.74)
or, using Eqs. (4.19) and (4.57),
1 du’, 1
R = §O}+ q’{u’s @ (99—1+§C,’L) tan/@} (4.75)

which tends to zero when pseudo-hydrostatic equilibrium equations are fully satisfied
in the slick.

For a given iteration k, the slick updating to iteration (k + 1) is performed as
follows, for s =2,..., Ng — 1,

~ 1k , 1k
mlipn = m'y + Amliy,
k41 1k ~y 1k
My = My +p (m i+1 — M i—}—l) (4-76)

for the oil-air interface, and,

~ k k Rk 1
N = 05 A7+ (64 — &) - qZ,Z
41
k+1 k ~ k
i = i FoWip —0'ig) (4.77)
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for the water-oil interface. In these equations, p indicates a relaxation coefficient
(selected to 0.35 in SlickMap), and the third term in the first Eq. (4.77) right-hand-
side is a correction of residual errors at iteration k, obtained by integrating Eq. (4.56)
by finite differences.

At each iteration, a residual root-mean-square error is calculated for the equilib-
rium equations applied along the slick interface as,

1 Ny

RMS, = {st Z(Rf)Q}l/z (4.78)

=1

Iterations are stopped when either a maximum pre-set number of those is reached or
RMS. becomes smaller than a pre-set value (e.g., 5%).

4.2.6 Smoothing of slick interface geometry and oil volume
conservation

Polynomials of degree Np are defined to model the slick interface geometry, as a
function of ¢ such as,

P(¢) = ijn ¢" (4.79)

which automatically satisfies P(0) = 0. Such polynomials are curve fitted to both 7
and m after each iteration (degrees Np,, and Np,). In addition, for both interfaces,
the end slope at the boom skirt is specified to be zero, due to the no-flow condition,
ie.,

dP() .\ { et _
T (L)_nz:jlpnnL =0 (4.80)

Combining Eqgs. (4.79) and (4.80), we get,

P(§) = jépn {5” —nlL"! 5} (4.81)

Applying the Least-Square-Method (LSM) to Eq. (4.81), for a set of Ny points
(&, f(&)) on T'y, we get a linear system of equations for the polynomial coefficients,
pnin=1,...,Np,

Np
Y Awp =B, (4.82)
=1

with, for [,n =2,..., Np,
Nsl

A=Y {gf Lt @}{gg - e;} (4.83)

=1
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and
Nsl
Bo=> fi{g - ni el (4.8
i=1
where subscripts 7 indicate a value taken for ¢ = &;, and,
A, =NpNg L™ | B(1)=0 (4.85)

After solving Eq. (4.82), with (4.83)-(4.85), the quality of the curve fitting is
quantified by calculating,

Naryg 7712
RQ -1 — Zz’:l{fz f} (486)

S f - PY?

where,

[
5

o

~
Il

(4.87)

=

-
Il
—

is the average value of f(§;).
The slick volume is calculated, in between the fitted curves for m and 5, P,, and
as

P

s Y

Vo= /{P L (6)} de

NPm NPn

= E —M !

E, L™t (4.88)

where M; (I=1,...,Npy,) and E, (n=1,..., Np,) denote the coefficients p found
for polynomials P and P,, respectively. A Volume error AV =V —V, is thus found,
and a correction apphed to the back of the slick, by either extending or reducing the
slick at the boom skirt by a value,

1 AV
AL=— ——— 4.89
2 D(1+ x) ( )

while maintaining the slick depth at the boom constant to D = n(L). [Note, only half
the error is corrected at each single iteration to ensure faster convergence.]

After the volume correction is applied, BEM nodes are regridded to equal A¢
intervals on 'y, and the FCF Cy is recalculated using Eq. (4.63). To asses whether
the geometric shape of the oil slick is converging with the iterations, the following
RMS error is calculated for n,

RMS, = —{ ;{P’““ nf}Q} (4.90)

sl
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Finally, a correction is applied to 'y, to achieve the specified value of the average
friction Cy,,, or C%,,,,

~E k
(CF, Cfu)

where the overlines denote average values calculated over the water-oil slick interface.

(4.91)

k+1 _ k
cir =04,

4.2.7 Results and discussion

Results of Stage 2 model are illustrated by calculating the stable static shape of a
slick with physical parameters identical to those used in the examples for Stage 1,
ie,Y =1/3, ¢ = 0.927, and V, = 0.0235 m®/m, for U = 0.1 or 0.3 m/s assuming
C¢m = 0.1 and A = 3. These actually correspond to cases a and c in Fig. 4.9. The
boom draft is set to 0.2 m with width 0.05 m; the water depth is set to 1 m (i.e., 5
boom drafts). The domain is 4.82 m long (A-F on Fig. 4.10) with 2.41 m in front of
the boom.

Stage 2 model was run for 10 iterations. The BEM discretization had 61 nodes on
the free surface and slick interface in front of the boom (A-B in Fig. 4.10), 15 nodes
on the boom, 25 nodes on the free surface behind the boom (E-F), 9 nodes on each
lateral boundary and 26 nodes on the bottom.

Values of residual errors, RMS,. (Eq. (4.78)) and RMS,, (Eq. (4.90)) for the last
iteration were 7.9% and 0.34%, respectively. Typically, for a given BEM discretization,
it 1s observed that the former error quickly reaches a minimum value for which the
free surface shape then converges with increasing iterations k, leading to a small value
for the latter error. To reduce the RMS, error, it would be necessary to further refine
the initial BEM discretization.

Fig. 4.13 gives plots of the convergence of oil slick parameters, as a function of
the number of iterations k, for the two selected cases. Note, parameters without &
indices represent converged values, i.e., [ = a: 1.055 m, ¢: 0.613 m; D = a: 0.024 m,
c: 0.040 m; y = a: 0.0926, c: 0.1460; and S, = a: 0.869, c: 0.846. The figure shows
a good rate of convergence for all of these parameters.

Fig. 4.14 gives the calculated shapes for the oil slick (m(£) and n(¢)), for the two
cases at iterations 1, 5, and 10. Fig. 4.15 gives corresponding tangential velocities
us(€) calculated in the model on the water-oil interface boundary I'y;. Convergence
of the calculations is quite clear on the figures. As expected, velocities drop in front
of the slick to a value below the current velocity /' and then increase under the slick
headwave to a value larger than U. For the lower velocity U, us(x) stabilizes in the
back of the headwave and then gradually drops to reach zero at the boom. For the
larger velocity, no real stabilization of ug is observed, but just a continuous drop to
zero at the boom. The interface shape in this case also shows large scale oscillations
(Fig. 4.14). In both cases, the region where velocity is larger than U, which can be
identified as the headwave, covers about a third of the slick length. This a posterior:
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Figure 4.13: Convergence of oil slick parameters at Stage 2, as a function of number
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justifies the value Y = 1/3 typically used in the Stage 1 Model.

4.3 Time Updating of Oil Slick : Stage 3 Model

In the Stage 3 model, the oil slick geometry and water-air, water-oil, and oil-air
interfaces are allowed to dynamically evolve as a function of time, in order to calculate
whether, for the specified input parameters (essentially, V;, ¢, U), and for the specified
boom skirt geometry and water depth, the slick reaches an equilibrium shape or
exhibits the unstable shortening characteristic of eritical accumulation.

As in Stage 2 model, the oil is assumed to be in pseudo-hydrostatic equilibrium
on top of an ideal water flow (Section 4.3.5). Here, however, the water flow and
interface geometries are treated as being unsteady. Thus, both kinematic and dynamic
boundary conditions are specified over the water-air and water-oil interfaces (instead
of just dynamic conditions) (Section 4.3.1). The former condition expresses that fluid
particles on an interface stay on that interface while it deforms and moves. The latter
condition expresses a total pressure balance across the interface. In this balance, for
the water-oil interface, unlike in previous stages, we include : (i) interfacial tension
effects in the form of a pressure jump proportional to the interface curvature and to
Owo O Oyuq; (ii) a pressure p; corresponding to the inertia of the oil slick that the
water must move (Section 4.3.7); and (iii) a damping pressure p; corresponding to
the energy (head) loss due to interfacial friction and slow viscous circulation within
the slick (Section 4.3.6). [Note that, as for Stage 2, the use of a pressure results from
the assumption of an ideal flow for the water, i.e., no shear can be transmitted to the
(inviscid) flow as boundary condition, but only a pressure.]

Calculations with the Stage 3 model are initialized for time { = 0, based on sta-
bilized static results calculated with the Stage 2 model. Fully nonlinear kinematic
and dynamic boundary conditions on the water-air and water-oil interfaces are inte-
grated using a time stepping method based on two second-order explicit Taylor series
expansions of the interface shape and potential (Section 4.3.2). Coefficients in these
series depend on geometry and flow velocity and acceleration on the water boundary.
Flow fields are calculated by solving Laplace’s equations for both the potential and
its time derivatives over the water domain. This is done using a higher-order BEM
method similar to that used in Stage 2 (Section 4.3.4). Results are thus calculated at
time ¢t + At, first in the water and on the boundary of the water domain; then, the
corresponding oil-air interface shape (m(§)) is calculated by integrating the pseudo-
hydrostatic equilibrium equations, as done in Stage 2 (Section 4.3.9). At each time
step, oil volume conservation is verified and, if needed, corrections of slick shape are
applied various ways. Smoothing and curve fitting of interfaces geometry and field
variables are also performed after each time step in order to filter out small oscilla-
tions, resulting from under-resolved small scale interfacial instabilities or numerical
errors (Section 4.3.10).
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Figure 4.16: Sketch of computational domain 2 with boundaries : I'f, (A-O and E-F),
I't, (O-B), I'v1, I'va, Ty and T, (B-E), for potential flow computations with Stage 3
BEM mode (nodes (o) and (e)). Boundaries I'y and I'y, are rigid no-flow boundaries
and a uniform flow U is specified on boundaries I',; and I',;. Water-air and water-oil
interfaces (I's,, I'4,; (@)) are time updated to ¢ + At. Locations of nodes (®) on the
slick oil-air interface are calculated at each time step to satisfy pseudo-hydrostatic
equilibrium equations in the slick. Nodes marked as 7,7+ 1, illustrate the integration
method used.

As in the earlier stages, proper modeling and calibration of the interfacial friction
and (here) of viscous dissipation within the slick, and of the resulting energy dissi-
pation at the water-oil interface is the key component which will enable the model
to correctly compute slick shape evolution, and assess whether equilibrium will be
reached for the specified input parameters. According to Delvigne’s [9] analysis, crit-
ical accumulation is initiated when these dissipative mechanisms become unable to
balance the energy input from the water flow. A more active interfacial dissipation
may first result from small scale interfacial waves (Kelvin-Helmholtz waves) which in-
crease friction but, at the end, an unstable shortening of the slick occurs. Hence, the
proper representation and calibration of dissipative mechanisms in the model are of
prime importance for the model’s predictive ability. The friction coefficient function
model equation introduced in Stage 2 is re-used in Stage 3. However, in order to ac-
count for the effect of unresolved small scale Kelvin-Helmholtz instabilities occurring
at the water-oil interface as the water velocity increases, additional flow-dependent
parameters are included in C'y (Section 4.3.8). Similarly, a new equivalence of me-
chanical work equation is developed for Stage 3, in order to derive the expression of
the damping pressure and thus specify energy dissipation for the underlying potential
flow, corresponding to the energy loss due to interfacial friction and viscous circulation
in the slick (Section 4.3.6). Finally, the inertia resulting from increased small-scale
interfacial motion is modeled as an inertia pressure term (Section 4.3.7).
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4.3.1 Governing equations, boundary and initial conditions
for the water flow

The two-dimensional water flow in the vertical plane (z, z) is assumed to be ideal, i.e.,
incompressible, inviscid, and irrotational. A velocity potential ¢(x,?) is introduced,
based on which the velocity field is defined as, u = V¢ = (u,w). Mass conservation
in the fluid domain (), with boundary I'(¢), is governed by a Laplace’s equation for
¢ (Fig. 4.16),

Vi =0 in Q(1) (4.92)

Introducing the free space Green’s function G(x,x;) = —5-log | x — x; |, Eq. (4.92)
transforms into a boundary integral equation (BIE),

0G(x,%;)

n

o(x)sx) = [ {9200 Gl x0) — 6(x) bargg (4.99)
rix) Lon

where x = (z,z) and x; = (2, z;) denote position vectors for points on the boundary,
n is the unit outward normal vector. and a(x;) is a geometric coefficient.

The dynamic boundary condition on the water-air 1'f,(¢) and water-oil I'f,()
interfaces (with I'y = T'f, U T'4,) is obtained from the generalized Bernoulli equation.
Hence, as in Eq. (4.13), assuming a pseudo-hydrostatic pressure in the slick (with a
zero atmospheric pressure) for any point X on the water-oil interface I'f,(1), we find

(Fig. 4.16; note ¢ = d¢/ds and ¢, = d¢/In),

0 1
px=—pw{a+92+§|v¢l2}Zpogq—awoﬁsirpdirpi (4.94)

where p; and p; denote damping and “inertia” pressures, respectively, 3, is the inter-
face curvature, z = —n, and | V¢ |? = ¢ + ¢2. With the definition of the hydrostatic
pressure, we also have, pp = px — pu g1, which is the dynamic pressure to use in the
first Eq. (4.55) to calculate slick shape in Stage 3 model. Moving the time derivative
in Eq. (4.94) to the left-hand-side and using the definition of the material derivative
(i.e., a time derivative while moving with the flow),

—=—+4u-V (4.95)
we obtain the dynamic boundary condition on the water-oil interface,
D¢ 1

Uu}o

P4+ pi

Vo= - . — I (1 4.96
LA A K n}+pwﬁ o on I'so(t) (4.96)
On the water-air interface, we similarly obtain,
ng 1 2 Owa
— == — s Iso(t 4.
e =1Vl —gst 20 () (4.97)
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in which o,,, denotes the water-air interfacial tension.

The kinematic boundary condition on the whole water-air plus water-oil interface
I'¢(t) expresses that points on the interface stay on the interface while it moves and
deforms under the action of the flow. Thus, defining the interface position by vector
r(t), we simply have,

% =u=V¢ on I's(1) (4.98)

Lateral boundaries I',; and I',5 are located far enough upstream and downstream,
respectively, of the slick/boom for the flow velocity to be reasonably close to the
uniform current velocity specified as, u(z) = U (for z = [—h, z]), where h is the
undisturbed water depth and z; is the local water-air interface elevation at the lateral
boundary. Thus, lateral boundary conditions can be expressed as,

a_qb =FU on I'y; and I')q (4.99)
on
where the overline denotes specified values.

Along the stationary bottom I'y and the boom boundary I'y, we have the no-flow
condition,

9% _
on

Initial conditions for the water-air and water-oil interfaces, are specified at Stage
3, using results of the last iteration of Stage 2. For the geometry, we simply have,
z =0on I'f,(0) and z = —n, on I';,(0) (where n,(z) denotes the geometry of the

0 on I'y and I'y, (4.100)

water-oil interface calculated at Stage 2). The geometry of the other boundaries is
straightforward. In the BIE formulation (4.93), either the potential or its normal
derivative must be specified as boundary conditions on the whole boundary I'(0). As
discussed above, such conditions are straightforward on I',y, ['o, I'y and T'y, for t = 0
(Egs. (4.99), (4.100)). On the interface boundary I';(0), however, a no-flow condition
was specified at Stage 2, due to the static calculation. In Stage 3, this boundary is
free to move and we must therefore specify the potential as a boundary condition.
The initial boundary values of the potential are found by integrating the tangential
velocity obtained at the last iteration of Stage 2 as,

B(r(s,),0) = / 99 (5)ds (4.101)

o 0s

where s and s, denote curvilinear abscissa measured, from the leftward extremity
(point A in Fig. 4.16), on the whole upward boundary of domain €, i.e., I't(0) U 'y,
(denoted by I'f or A-F in Fig. 4.10), and,

9 9,
as T on
where 1, denotes the streamfunction calculated on boundary I'y in Fig. 4.10, at the
last iteration of Stage 2. The integral in Eq. (4.101) is easily calculated within each

boundary element of the I'y boundary BEM discretization of Stage 2.

(4.102)
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4.3.2 Time stepping

In the Stage 3 model, free surface boundary conditions (4.96),(4.97) and (4.98) are
integrated at time ¢, to calculate both the new geometry, r(¢ + At), and potential,
¢(r(t 4+ At)), on the free surface at a next time level t + At (with At the time step).
This is done using second-order Taylor series expansions,

i+ Al = r(t) 4 A2y 4 B D

(1) + Ol(AL)7]

Dt 2 ﬁ‘
a+an = o+ a2+ EEDL0) Loy (103)

First-order coefficients in the series are given by Eqs. (4.96),(4.97) and (4.98), as a
function of geometry, and ¢ and d¢/dn, calculated at time ¢. Second-order coefficients
require also knowing values of the time derivatives of both of these. The principle of
time updating in the model is thus as follows : assuming the potential is known on the
free surface at time ¢ (the potential is calculated at ¢ = 0 by Eqs. (4.101), (4.102)),
continuity equation is solved in its BIE form (4.93), using Eqs. (4.99) and (4.100) on
the lateral and bottom/boom boundaries, and the potential on the free surface, as
boundary conditions. Based on this solution, d¢ /0t is calculated on the free surface
using (Bernoulli) Eqs. (4.96) and (4.97). A second BIE equation is then solved, which
is the time derivative of Eq. (4.93). To do so, specified values of d¢/dt are used as
boundary conditions on the free surface, together with prescribed values of 3%¢/dtdon
on the other boundaries. [Note that BIEs for ¢ and d¢/0t correspond to the same
boundary geometry and, hence, have the same BEM discretized form. Therefore, the
solution of the second BIE only takes a small fraction of the time needed to solve the
first BIE.]

For the additional boundary conditions on the water-oil interface boundary, we
simply have from Eq. (4.96),

0 1 CTwo P+ pi
T 2| Vo |2 = — g — — I (1 4.104
o0 = 5l VoI —glea—nt+ =5, — == on I'so(1) (4.104)
with ¢ = m + n, and on the water-air interface, we similarly get, from Eq. (4.97),
d¢ 1 . Owa
5 = —§| Vo |>—gz+ Bs on Iz, (1) (4.105)

For the additional boundary conditions on lateral boundaries, we simply have from
Eq. (4.99),
0% 00U
oton :FW
For the additional boundary conditions on the bottom and boom boundaries, we
simply have from Eq. (4.100),

on I'y; and I')q (4.106)

0%
oton 0

on I'y and 'y, (4.107)
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Applying the material derivative operator (4.95) to Eqs. (4.96), (4.97), and (4.98),
second-order terms in the Taylor series Eqgs. (4.103) are finally obtained, after some
derivations (see, Grilli et al. [22, 24]), as

D¢ Du Dm  o,, 00 0*f3 3 D (pq + pi)
— L a(1— — - ' (t
Dt? Ve Dt g(1=p)w—g¢ Dt +pw ds 02 p, Dt on Iro(t)
(4.108)
in which Dm/Dt and D(pq + p;)/ Dt will be detailed later, and,
qub Du Owa a¢ 825
vy P T, (1 41
Dt? Ve pt 9" + Puw ds 0s? on Tra(t) (4.109)

with,

D_Qr_@ _ {82 +@¢02¢+8¢ 8%} +{@2¢ 899@299
D2 Dt |dtds  0Os @3 on Onds oton  On 0s?

0o a2¢
e et |v¢ 2 } on T(1) (4.110)

In deriving Eqs. (4.108) to (4.110), the following relationships have been used,

s = {cos 3,sin 3} and n = {—sin 3, cos 3} (4.111)

_|_

0 0
V=— — 4.112
9s° T " (4.112)
with, cos 3 = g—j, sinf3 = %, and 2 % = aa—f = 0, which express the definition of a

curvilinear coordinate system on the water domain boundary I', and,

@ 82¢ L9 0¢ aﬁ d 0%*d B 0%*d
on2 s ' On Os an dsOn  Onds

which express continuity equation (4.92) and the irrotationality of the flow, respec-
tively.

(4.113)

The accuracy of Taylor series Eqs. (4.103) is function of the size of time step
At, with truncation errors of O[(At)%]. This error behavior, however, can only be
achieved provided the spatial BEM discretization is selected to resolve sufficiently
small features of the flow such as to produce accurate enough values for the Taylor
series coeflicients. Hence, time step size and spatial discretization are related. Grilli et
al. 25, 24] introduced an adaptive time stepping method in their 2D wave propagation
model. By computing the propagation of fully nonlinear solitary waves over constant
depth in the model, for many spatio-temporal discretizations, they showed that an
optimal mesh Courant number C, exists for which numerical errors on mass and energy
conservation reach a minimum. Therefore, at all times, they adaptively selected the
time step as, '
A | |™m

Al =C,
Vagh

(4.114)
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where A | r |™" denotes the instantaneous minimum distance between nodes on the
free surface, and & is a characteristic depth. For cubic BEM elements with continuous
slope, such as those used on free surfaces and interfaces here, Grilli and Subramanya
[24] showed that C, ~ 0.45.

The denominator of Eq. (4.114) represents the maximum speed of propagation of
shallow water waves, i.e., perturbations in the solution. In the present case, however,
such speed is dictated by the flow velocity U. After various numerical tests, it was
found that Stage 3 model solution was most accurate when a velocity quite larger
than U was selected or, using U, when C, ~ 0.15. In Stage 3 model, the time step
size at time t was thus calculated as,

A|r|mzn

At =C,
U

(4.115)

using the above value of C,.

4.3.3 Analogy with Vortex Sheet method

In Phase I and Il models, Vortex Sheet dynamics was used to express the rate of
change of vorticity (i.e., vortex sheet strength) ~ at the interface between two flu-
ids, due to inertia, gravity, surface tension, and friction effects (e.g. Section 2.3 in
Phase I report, Grilli et al. [17], or Eq. 2.7 in Phase II report, Grilli et al. [19]).
As explained before, however, although this methodology worked well for periodic or
semi-infinite problems without solid boundaries (other than a flat bottom), it was
found that Biot-Savart equations, which were used to relate velocity and vorticity
fields were improperly posed on solid boundaries. This led model results based on
these equations to gradually deteriorate as a function of time, as no-flow conditions
on solid boundaries were increasingly violated. Due to this unforeseen problem, the
potential flow formalism coupled to the BIE representation of mass conservation equa-
tion was adopted for Phased 11T models. In the new formalism, no-flow conditions on
solid boundaries can directly be included as boundary conditions.

Now, it is of interest to verify that the time evolution equation (4.96) or (4.104),
expressed for the potential at the water-oil interface, is similar in form to the evolution
equation derived for the continuous vortex sheet strength in Phase II model. This is
done by recalling that, for oil (0) and water (w), we have,

y=ul —ul ~ —ul (4.116)
since, here, we neglect the fluid motion in the oil, due to the pseudo-hydrostatic
hypothesis, and, following the vortex sheet motion, we have,

dy Oy

1 w 0 87 1 w
- = §(u +u) - Vy~ — 4 -u”-V (4.117)

at 2
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Now, taking the tangential derivative of Eq. (4.104) along the interface, and noting
u” =u = V¢, and, with Eq. (4.116), u¥ = us; = d¢/ds = —~, we find,

_8_7_{8_¢8_7 8_¢8_7}_ om _ (1- )%_I_on 9?81 9(pa+pi)
ot~ \ds ds ononl 77 0s *) s Puw 052 py, ds

on I's,(t)

(4.118)
or, noting that by definition of vortex sheets, g—z = 0 and using Eq. (4.95), we finally
get,

%—§7$+9¢g+9(1—@)31ﬂﬁ— w2 t—

on I's,(t)
(4.119)

which expresses the rate of change of the vortex sheet strength at the water-oil inter-

Puw 082 py ds

face, when following the vortex sheet with its own velocity u/2, assuming that the oil
is in pseudo-hydrostatic state. Eq. (4.119) is clearly similar to equations derived for
two semi-infinite fluid layers problems, in Phases I and II.

4.3.4 External flow calculation

At each time step, the flow in water domain Q(t) is calculated, similar to Stage
2, using the Boundary Element Method (BEM). The BIE (4.93) for the potential
¢, and a similar equation for d¢/dt are solved by discretizing the whole boundary
I'(t) = I''y UTy Uy, UTy using nodes and higher-order elements to interpolate
in between nodes (Fig. 4.16). Because they are expressed for the same boundary
geometry, both discretized BIEs lead to the same algebraic system matrix. Only the
system right-hand-side differs for ¢ or d¢/0t.

At each time step ¢, boundary conditions for ¢ (Eq. (4.103)) or d¢/dt (Eqs.
(4.104),(4.105)) are specified on I'f and boundary conditions for d¢/dn (Eqs. (4.99),
(4.100)) or 9*¢/dtdn (Eqs. (4.106), (4.107)) are specified on the other boundaries.
The BEM solution of the two BIEs (based on these boundary conditions) provides
boundary values of : ¢, dp/dn, dp/dt, D*¢/0tdn. Tangential s-derivatives of these are
then calculated using higher-order (4th-order) sliding polynomials on the boundary
(Grilli and Subramanya [24]).

Based on these fields and their tangential derivatives, both the geometry and the
potential on I'y are updated to time ¢ + At using Taylor series Eqs. (4.103) with
expressions of the coefficients (4.96) to (4.98), (4.108) to (4.111).

4.3.5 Pseudo-hydrostatic equilibrium in the slick

These equations are derived, as in Stages 1 and 2, assuming that the oil slick is in
hydrostatic equilibrium on top of an ideal fluid flow. This flow imposes both a dynamic
pressure pp and a shear stress 7, at the water-oil interface boundary I's, (Fig. 4.16).
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The pressure equilibrium at the water-oil interface is defined by Eq. (4.94) and
represents the vertical equilibrium equation used for the slick at Stage 3. Hence, by
analogy with Stages 1 and 2, using Eq. (4.9), we have,

do 1 ,
pp = —pw{a—f +5l Ve |2} = pug{Pq—n}t — 0w Bs + pa + pi (4.120)

or, using the non-dimensional variables introduced in Stage 2 (Eqs. (4.50),(4.51)), we
get,

1
¢ =—A{pp + 1"+ 0, Bs — Py — i} (4.121)

¥
with ¢! = 0,,/p, and By = %, in which pp denotes the hydrodynamic pressure
calculated at time ¢ for the potential flow at the water-oil interface boundary, defined
in the first equality of Eq. (4.120).
The first-order horizontal equilibrium equation for the slick is the same as for
Stages 1 and 2, i.e., Eq. (4.20). Using Eqs. (4.9) and (4.121), and the nondimensional

variables, we get,
dm’  C}
A& 2¢¢q

Comparing the orders of magnitude of the two terms on the right-hand-side of this

1 dn’
+— AP+ = ol B} (4.122)
vq dé

equation, one can see that the second term is negligible. Hence, the horizontal equi-
librium equation used in the slick for Stage 3 is,

dm/’ C}

~

A& " 2p¢q

which is the same equation as used in Stage 2, with ¢’ given by Eq. (4.121), whose

(4.123)

terms in the right-hand-side are calculated in the potential flow solution for time .
The shape of the oil-air interface will again be found by integrating Eq. (4.122) at
each time step (see below).

4.3.6 Mechanical work and expression of pressure damping

As in the previous two stages, head loss coefficients C'), or Sp, are re-calculated at Stage
3 for each time step calculation of the slick shape 7(s,t) and underlying flow interfacial
velocity u(s,t)) (where s denotes the curvilinear abscissa measured from point O in
Fig. 4.16). As in Stages 1 and 2, this is done by expressing that the work of the
frictional shear stress along the water-oil interface (denoted as boundary I'y, between
O and B on Fig. 4.16), and of the additional shear stress caused by viscous circulation
within the slick, is equivalent to the work of an interfacial damping pressure (similar
to a head loss) defined as py(s,t) (see Eq. (4.94)). Here, however, the damping
pressure directly affects the underlying potential flow calculation, through its effect
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in the dynamic free surface boundary condition (4.96). This in fact is similar to a
so-called “absorbing beach” used in nonlinear surface wave computations to absorb
surface wave energy at the boundary of a potential flow computational domain, where
otherwise no dissipation can be included (Grilli and Horrillo [16]).

Equations for the work of the total interfacial shear stress 7, are the same as
those used in Stages 1 and 2, i.e., Egs. (4.37) to (4.40) for P, CN')’,, Ty, and W,, with
us =| 0p/0s(s,1) | (where the modulus is specified to account for the possibility of a
reversing flow, due to Kelvin-Helmholtz interfacial waves). Integrals in the equations
are numerically calculated using the BEM discretization, assuming that I'yy = T'y,.

For the work of the damping pressure py, due to interfacial motion, it is assumed
that this pressure acts to damp such motions and hence is applied parallel to the
normal direction n, to the water-oil interface, and in direction opposite to the motion
velocity d¢/0n. By analogy with “absorbing beaches”, and according to the analytic
form of the interfacial shear stress (4.21), this pressure is defined as,

=t (32 (2] i

with v = vs(z) v, a damping function (with v and v, the friction and circulation
effects, respectively) and,

[ShRei}
3 |e-

sign <%) = On (4.125)

Q|
3 |-

Applying the material derivative (4.95) to Eq. (4.124), with definition (4.112), and
assuming v is only a function of z, we also find,

Dpy; 2pg (0% 0 0?°¢  0¢ 0*¢ wu % dv
Dt =

Otds ' On Onds = Js 0s® = 2v Oz (4.126)

which is needed for Eq. (4.108).

Effect of friction

The part of the damping function due to interfacial friction is simply assumed to be
proportional to the friction coefficient function,

Ovs _ 9%

vi(z) = K Cy(x) and, 5e K 5 (4.127)
where vy denotes the damping function due to interfacial friction.
The power dissipated by the damping pressure now reads,
P :/ ] @ds:KU?’LO’* (4.128)
P T, Pds on f ’
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where pgs denotes the fraction of the damping pressure due to interfacial friction, and,

{%}2 ds (4.129)

1
O/* - C/
oL ey,

1
U3 L Jr,, !

¢

on

¢

ds =
s on

Similarly, with the simplified definition of T} used in Stage 1, the work of p; is,
W, ~T,P,~ KU*L*C"; (4.130)

It is now assumed that, for any time ¢, W, = W, and, from Eqs. (4.37) to (4.40),
and (4.124) to (4.130), we find,

1 C
K =p, -2
YT alven

(4.131)

The equivalent head loss coefficient for interfacial friction, (', can now be calcu-
lated by making the work of the damping pressure equivalent to that of the head loss
pressure drop Apx used in Stages 1 and 2, expressed by Eqs. (4.41) to (4.43), with
us =| 0¢p/0s(s,t) |. As in Stage 2, we find, using Eqs. (4.130),(4.131),

C4 D
Cp = —L (4.132)
n
[Using Eq. (4.12), we similarly get Sp.] with,
- 1 dp|?
b= — d 4.1
CEmrk, e b (4.133)
and,
1 1)
N = — —1d 4.134
T=uvr ,,os| (4.134)

where all quantities are calculated at time ¢.

Effect of slick viscous circulation

Delvigne [9] described the mechanism of eritical accumulation as the result of the
inadequacy of viscous circulation in the slick to absorb the energy of the water flow
conveyed to the oil-water interface, through the build-up of interfacial KH waves.

This important dissipative effect is modeled in SlickMap by assuming that the
tangential velocity jump at the oil-water interface drives a slow circulation in the
slick. This slow circulation, in turn, induces viscous dissipation effects.

In Stage 3 model, the oil slick is assumed to be in quasi-static equilibrium. For
calculating the viscous dissipation, however, we assume that a fraction «, € [0,1] of
the tangential velocity in the water ug is applied to the bottom of the oil slick. We

134



further assume that this velocity varies linearly over the slick thickness ¢, to reach an
opposite maximum value on the slick oil-air interface. Thus,

. _ L}
Us(€5¢) = ay us(§) {1 2 76 (4.135)
where ( = z+4n(£), u, denotes the horizontal velocity in the oil slick, and us = d¢p/0s
(see Fig. 4.16).

Now, for an incompressible Newtonian fluid of dynamic viscosity u,, moving at
low Reynolds number, the viscous power dissipation per unit volume is expressed,
assuming a two-dimensional flow in the vertical plane, as (Batchelor [4]),

Ju,\ 2 Ju,\?
oo (2 (2 (22)) i
a Ox + 0z ( )
Hence, the total viscous energy dissipation over time At per unit area in the slick is,

using Eqs. (4.135) and (4.136),

q
D = At [le0d
0
dus\? 2
= 2Ata? O{€< ) = 2} 4.137
ko3 lqe) g (4.137)
Now, to model this energy dissipation in SlickMap, we again use the average work

of a damping pressure applied to the oil-water interface, defined by Eq. (4.124). We
thus define v, the damping function due to viscous dissipation, in such a way that,

Lot AL T 9
o[ pac=T [Tpa Sl (4.138)

where pg, denotes the fraction of the damping pressure due to viscous circulation, and
combining Eqs. (4.137) to (4.138), we obtain the damping function due to viscous
circulation as,

(4.139)

v

2 11, o L h2 2 % cos? 3

__ . {q¢ss+ P }dg
Jo' bn| @2dE Jo L3 q

where ¢, = 0¢/dn, ¢; = u; and ¢y = %. In Stage 3 model, the constant v, is

calculated at each time step and added to v¢(z), to constitute v in the expression of

the damping interfacial pressure, Eq. (4.124). Typical values of a for high viscosity
oils are 0.1 to 0.2. Calibration of coefficient « is discussed later.

4.3.7 Expression of slick inertial damping

When the water-oil interface I's, moves under the action of the water flow, this motion
has to counteract the inertia of the oil slick. This results in an additional (equivalent)
pressure applied to the interface of the water domain, p; referred to as inertial pressure.
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Assuming the oil slick only undertakes vertical motion, the inertial pressure externally
applied to the water-oil interface can be estimated by,

Dw

i 4.140
X ( )

pi =
in which the last term represents the vertical acceleration of the interface, given by
the second component of Eq. (4.110), which is supposed to be transmitted as a whole
to the overlying slick.

The inertial pressure represents another damping term applied to the dynamic free
surface condition Eq. (4.96) as a result of the slick motion. At a given time ¢, all
the terms needed to calculate p; are available, based on solutions of both Laplace’s
equations for ¢ and 0¢/dt and calculation of s-derivatives. Due to the second-order
Taylor series expansions, the material derivative of p; is also needed (see Eq. (4.108)),

Dp; {Dqu_l_ Daz}
Dt~ \pi i "D
where a, = Dw/Dt is the vertical acceleration, and Dq/Dt = Dm/Dt — w. The

value of Dm/Dt is calculated as part of the oil slick updating (see a following section)
but the material derivative of the acceleration is not known at time ¢. This term is

(4.141)

estimated in the model by a finite difference as,

Da, 1

D—“t(x, 0~ 1 fau(x 1) — a.(x,t = At} (4.142)
Note, due to node regridding on the interface, only a first-order backward finite dif-
ference is used, relative to the vertical acceleration of the same node/water-particle

calculated at two different time steps.

4.3.8 Expression of friction coefficient function

In the Stage 3 model, the parameterization of the Friction Coefficient Function CY
used in Stage 2 (Eq. (4.63)) is modified to account for changes due to small scale
interfacial waves, referred to as Kelvin-Helmholtz (KH) waves. These waves increase
the roughness of the water-oil interface and hence, enhance friction. KH waves corre-
spond to unresolved sub-grid scales in the BEM model. When they occur, however,
the modeled water-oil interface experiences more motions in its normal direction,
which translate into normal accelerations.
To account for KH waves, the following model of friction is used at Stage 3,

Cy=0Cy, <1 + KAt %) {1 —e 4 axe_ﬁx} with, Yy = (f_—/)w (4.143)
P

where 1, o, 3, and 7, are nondimensional coefficients, C's, and ¢ are partly estimated

based on experiments, ¢, = d¢/dn, ¢, = *¢/0tdn, and K(£') > 0 is a weighting

T
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function expressing the effects of KH waves on friction. This function is also calibrated
using experimental results.

When K = 0, the FCF is identical to the function used in Stage 2 (Eq. (4.63).
Hence, the computation and discussion of values of parameters u, a, and (3, as a
function of €, Y, v, A, and 4, and of their effect on C'y made earlier are applicable to
Stage 3 (Eqs. (4.64) to (4.66)). As in Stage 2, the following values will be used for
these parameters, ¢ = 0.01, Y = 1/3, v = 2, and § = 0.5, and A will be made problem
dependent (i.e., used as calibration factor).

Unlike in Stage 2, the average value of the friction coefficient C'y,, will be left free
to change, as KH waves develop on the interface. The value of Cy, used for the last
iteration in Stage 2 (obtained as a function of user-supplied Cy,, or %, values; see
Eq. (4.67)) will be used and kept constant in Stage 3, and the average friction will
thus change as a function of time, for specified values of A and K, assuming that the
other parameters have the values given above. Thus,

1

L(1) /oL(t) CHE A K, du(t), dn(t)} dE (4.144)

Crm(t) = I

Both C and its derivative with respect to = (i.e., §; e.g. Eq. (4.127)) are needed to
update the water-oil interface, using the second-order time stepping procedure. From

Eq. (4.143),

9Cy 9Cs0 Ptn —pt! avXx g
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Gnle dE 1y (4 145)
with,
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LR [ ‘ 4.146
Pnler g cosf3 on (4.146)
with the subscripts s indicating the tangential s-derivative.
4.3.9 Time updating of slick geometry
An initial BEM discretization is defined for the water domain at ¢ = 0, such as

sketched in Fig. 4.16, using the slick shape calculated in Stage 2 [n°(&), m°(€)]. The
initial potential for the water flow velocity ¢, (calculated with Eqs. (4.101),(4.102))
is specified along the water-air and water-oil interface boundaries (I'y, and T'f, in
the figure), along with other boundary conditions. Using SlickMap’s interface, as in
Stage 2, the user can easily define parameters for both the BEM discretization and
time stepping procedures. These are the size of the BEM domain in front and behind
the boom, node and element densities on each boundary segment of the BEM domain
(Fig. 4.16), and the initial time step. Default values for the BEM parameters are
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first proposed, that the user is then free to modify at will (see details in Chapter 5).
The initial time step is calculated, based on selected node densities using the optimal
Courant number criterion Eq. (4.115). This value is then automatically updated as
a function of time, as grid resolution varies on the water-air and water-oil interfaces.

The time stepping method, described before, is used to calculate the change in
shape of boundary I'y as a function of time, together with the water flow characteris-
tics. For each new time ¢ + At, pseudo-hydrostatic Eqs. (4.120)-(4.123) are integrated
node by node along I's,, with respect to ¢, to calculate the updated slick geometry
m(&,t 4+ At). For each time step, the geometry is smoothed and conservation of oil
volume is specified.

More specifically, for each new time (step) ¢ + At, the water upper boundary
geometry and potential are first updated using Taylor series Eqs. (4.103). A 10th-
order polynomial fit, P,(¢), similar to those used in Stage 2 (see Eq. (4.79)), is applied
to n between points A and B on Fig. 4.16, with zero slope in B, in order to remove
small scale under-resolved geometric irregularities. A 4th-order polynomial fit, with
initial tangent in A equal to U, is similarly applied to ¢ between A and O and used to
smooth results for the first few nodes on I'y,, next to point A, where small instabilities
could otherwise occur, due to the strong incoming shear flow specifed over the lateral
boundary T',;. New potential flow fields at ¢ + At, [¢, dp/dn, d/dt, d*p/dtdn] and
their s—derivatives are calculated next on I'y, using the BEM method; these are also
smoothed, using a 2nd-order 7-point Savitzky-Golay filter, to remove under-resolved
oscillations on the interfaces. The friction function Cy and its z-derivative are then
calculated on I'y, for time ¢ + At.

Integrating Eq. (4.123) for points ¢« = 1,...,Ng — 1 on I'f, (from O to B), at
t + At, we define, o

Am/; = /Z—H & cos 3ds’ (4.147)
i 2¢q(s(¢))
with the value of ¢’ calculated with Eq. (4.121), and d¢’ = cos 8ds’, with s the
nondimensional curvilinear abscissa along the water-oil interface I'y,, discretized by
Ny points. These integrals are calculated by numerical integration (Gauss quadrature)
within each BEM element of I';,. Based on the oil-air interface geometry and Eq.
(4.123), we define the residual function,
!
Ro_L Im_ (4.148)
cosfB ds 2¢q
which tends to zero when pseudo-hydrostatic equilibrium equations are fully satisfied
in the slick.

The slick updating to time ¢ + At is performed as follows. The new value of the
slick elevation at the boom skirt, m/(L’,t + At) is first calculated using the vertical
equilibrium Eq. (4.121) as,

- 1 1
m'n,, = (; — Dy, + > {rp — pi — Pidw, (4.149)
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where the right-hand-side is calculated for ¢ = L’ and surface tension effect is zero
due to the horizontal tangent at the boom. We also have,

m/(I' t 4+ At) = m/(L', 1) + (1 = p) {m/n,, — m/(L',1)} (4.150)

where p indicates a relaxation coefficient (selected to 0.5 in SlickMap) aimed at stabi-
lizing changes over one time step by partly using results from the previous time step.
Finally, for : = Ny —1,...,1, on I'y, we then have,

m’i = m’i_i_l—Am’i
1 1
m'; = (= =10+ —{pp + 0L, By — Py — piti
(Lp ) PRt a
1 -
w4 AL = w1+ (1= p) {5 (s + 'S} — mg(t)} (4.151)

where, again, p indicates the relaxation coefficient (selected to 0.5 in SlickMap), and
the average m calculated with the vertical and horizontal pseudo-hydrostatic equilib-
rium equations (4.121) and (4.123) has been used.

At each time step, a residual root-mean-square error is calculated, using Eq.
(4.148), for the equilibrium equations applied along the slick interface, as,

1 Nsl

) 1/2
N > (Ry) } (4.152)

=1

RMS, — {

4.3.10 Smoothing and oil volume conservation

A 5th-order polynomial fit P, (), with zero extremity slope, similar to the one used at
Stage 2 (see Eq. (4.79)), is first applied to the values of the oil-air interface, m;(t 4+ At)
(fori=1,..., Ng), newly calculated with Eq. (4.151) for time ¢t + At. As in Stage 2,
the new slick volume is given by,

NPm NP'q

V(t+ At) Z T M L E, L' (4.153)

where M; (I=1,...,Np,, =5)and £, (n=1,...,Np, = 10) denote the coefficients
of polynomials P and P,, respectively. A Volume error AV (t4+ At) =V =V, is thus
found. Volume correctlons are applied to the slick when | AV/V |> ¢, (with typically
& = 1%).

When AV > 0, the slick volume must be reduced and this is done as follows. The
total volume error is divided into two parts : AV} = p AV and AV, = (1 — p) AV,
with ¢ € [0,1/2] (and typically ¢ = 0.33). The correction AV; is applied as a small
triangular reduction in slick volume, right at the slick leading edge. The following
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equation based on the polynomial curve fits for m and 7, is solved for £* by Newton

iterations,
Npm Npy
A=Y et b Y ey (1154)
- [ +1 —n+1

which means that a new intersection point ¢ = £*, defining the new location of the
slick leading edge, is found such that the volume from ¢ = 0 to that point is equal to
AV,. Two cases are then considered :

o If £ <0 : then no change in leading edge location should occur and the whole
volume correction AV is applied as a “triangular” correction with a reduction
of slick elevation at the boom,

_ 2AV

Am = 4.155
m= (4.155)

and a reduction of m from zero to Am, proportionally to &, by adjusting one
of the polynomial coefficients for m as follows : M; = M; — Am and M, =

o If £* > 0: there is a change in leading edge location (note, we limit this change
to a maximum horizontal change in slick length of /20 at any given time step).
For the AV; correction, we calculate ¢* = m(&*) + n(£*) and check whether the
volume correction, AV = g (L — €)/2, is greater than AV;. Then,

— If AV > AVj : we apply a vertical correction,

—2AV,
Am = 4.1
m= T P (4.156)
at £ = & and a reduction of m from zero at the boom, to Am at the

new leading edge, proportionally to L — £, by adjusting the polynomial
coefficients for m as follows : M; = M; + Am L/(L — &) and M} =
My — Am/(L — £).

— If AV < AV; : we apply a trapezoidal correction to the slick, with vertical
corrections, Am; = ¢* at £ = £*, and,
2AV,

Amgy = —q 4.1
ma L—¢ q (4.157)

at £ = L and a reduction of m from Amy to Am; from the boom to the
new leading edge, proportionally to L — £, by adjusting the polynomial
coefficients for m as follows : M] = My + (Amy & — ¢* L)/(L — £*) and
My = My +(q" — Ama) /(L = £).
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When AV < 0, then the slick volume must be increased and this is done as
follows. The total volume error is divided into two parts : AV} = (1 — p) AV and
AV, = p AV, with g € [0,1/2] (and typically g = 0.33). The correction —AV] is
applied as a “triangular” increase in slick height, from the slick leading edge to the

boom. We define,
—2A
Am = 7 h (4.158)

and we specify an increase of m from Am at the leading edge to 0 at the boom,
proportionally to £, by adjusting the polynomial coefficients for m as follows : M| =
M;+ Am and M) = My — Am/L. The correction AVj is applied as a small triangular
volume at the leading edge. The following equation for £* is first solved by Newton
iterations,

Npm 1 Npy n
—AV, = — M (&) E, (€t 4.159
b= X MU+ D () (4.159)

where new polynomial coefficients M| are used for m, based on a second-order curve
fit of the first eight corrected points of the slick oil-air interface, from the old leading
edge. [This is to have a more stable way of extrapolating the slick position.] The
new intersection point ¢ = £* thus defines a new location of the slick leading edge,
such that the volume from ¢ = 0 to that point is equal to —AV,. Two cases are then
considered :

o If &* > 0: then no change in leading edge location should occur and the volume
correction —AVj is applied as a “triangular” correction, with an increase of slick
elevation at the boom,

—2AV,
L
and an increase of m from zero to Am, proportionally to £, by adjusting one
of the polynomial coefficients for m as follows : M = M; — Am and M} =
My + Am/ L.

Am =

(4.160)

o If £ < 0: thereis a change in leading edge location (note, we limit this change
to a maximum horizontal change in slick length of /10 at any given time step).
The Sth-order curve fit for m is re-calculated, for the whole slick, after new slick
points have been added at the front of the old leading edge, using the 2nd-order
local fit.

After slick volume corrections have been made, the total slick volume is re-calculated
using Eq. (4.153), for the new polynomial curve fits that were corrected or re-applied
to m. A final volume error | AV/V | is then calculated and used in SlickMap as one
of the measures of accuracy of calculations with the Stage 3 model. If £* # 0 then
regridding of the BEM discretization is performed for the water-oil interface and the
FCF Cy and its z-derivative are recalculated.
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Figure 4.17: Results of computations with Stage 3 model for /' = 0.1 m/s, ¢ = 0.938,
to = 9.2 Kg/m.s, 0, = 0.0379 N/m, V, = 0.03183 m?®/m, C},, = 0.0185. Model
parameters have the standard values (Y = 0.333, ¢ = 0.01, § = 0.5, vy = 2, A = 3,
a, = 0.05, £ = 0.05). Oil slick shape and free surface at ¢t = (- - - - - ) 0; (—-—)
4.20; (——) 8.64 s,

4.3.11 Results and discussion

Results of the Stage 3 model are illustrated by calculating the shape of a slick with
physical parameters corresponding to Sundex oil spilled at sea : ¢ = 0.938 (for
pw =1,025 kg/m?), p, = 9.2 Kg/m.s, a,, = 0.0379 N/m. The slick linear volume is
set to V, = 0.0316 m®/m and the initial average friction coefficient to C's,, = 0.0185,
which corresponds to experimental results obtained at OHMSETT for U = 0.1 m/s
(Fig. 2.20). The boom skirt draft is set to 0.2 m, with skirt thickness 0.2 m in the
current direction (note, due to vertical and horizontal scales distortion, the boom skirt
does not appear with the right shape in the figures); the water depth is set to 1 m (i.e.,
5 boom drafts). The domain is 13 m long (A-F on Fig. 4.16) with 8 m upstream of the
boom. Stage 1 model was used to initialize computations, Stage 2 model was run for
10 iterations, and then the Stage 3 model was launched. The BEM discretization for
Stage 2 and 3 models had 193 nodes on the free surface and slick interface upstream
of the boom (A-B in Fig. 4.16), 23 nodes on the boom, 42 nodes on the free surface
downstream of the boom (E-F), 9 nodes on each lateral boundary and 26 nodes on
the bottom. Friction parameters have the standard values : Y = 0.333, ¢ = 0.01,
0=05v=2 A=3, o, =0.05, £ =0.05.

Two cases were successively solved, for /' = 0.1 and 0.3 m/s. In Fig. 4.17, for
U = 0.1 m/s, results are plotted for the initial slick shape, imported from the last
iteration of the Stage 2 model for this case (¢ = 0), and after 80 and 160 time steps,
or t = 4.20 and 8.64 s, respectively. The oil slick initially oscillates as Stage 3 model
computations are started. Only small changes in slick shape (length and thickness),
however, are observed as oscillations gradually damp out. Slick length [ stabilizes
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Figure 4.18: Same case as Fig. 4.17 for U = 0.3 m/s. Oil slick shape and free surface
at t=(----- ) 0; (—) 5.46 s.

at about 2.4 m and the average slick thickness at about 0.013 m. For U/ = 0.3 m/s,
computations were first run with /' = 0.1 m/s for Stages 1 and 2, and for Stage 3
up to ¢t = 1.05 s. The current speed was then gradually increased to 0.3 m/s (over a
2 s period following a tanh law). With increasing speed, the oil slick shortened and
thickened, and a large headwave developed, including oscillations of the slick in front
of the boom. Fig. 4.18 shows results obtained after 100 time steps, or t = 5.46 s.
Slick length I has been reduced to about 1.6 m and average slick thickness increases
to about 0.020 m. Slick shape, however, does not stabilize and many oscillations of
the oil-water and oil-air interfaces occur. Computations for U > 0.3 m/s quickly led
to unstable shortening of the slick, identified as critical accumulation, and to eventual
thickening of the slick at the boom up to reach the boom draft. BEM computations
failed beyond that stage.

4.4 Conclusions and future developments

This Chapter described both the background for and the numerical models composing
SlickMap, a user-friendly interactive software developed for the numerical modeling
of oil containment by booms. SlickMap employs a graphical user interface (GUI)
developed in the Visual Basic™ environment, for PC computer platforms.
SlickMap is divided into three stages of increasingly accurate modeling, first sim-
ulating static then real-time dynamic oil spill behavior, in a vertical plane through
the boom apex. Stage 1 and 2 models predict the stable static shape of an oil slick,
for low relative velocities. The Stage 3 model simulates the time dependent dynamic
behavior of the slick-boom system. A data base of oil-boom experiments conducted at
OHMSETT and UNH is available to assist users in setting up model parameters (es-
sentially interfacial friction and dissipation terms). Model results are calibrated using
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data collected in a carefully designed set of experiments performed at the OHMSETT
facility. All models are linked to and run by SlickMap’s GUI, which automatically
sets-up data and grids for the models, using only a few simple user-supplied parame-
ters. Graphical techniques are used to visualize model results.

SlickMap is not meant to be a closed system, and we anticipate further improve-
ments in the underlying models and data bases. Other models could be easily accessed
and run with minimum changes in SlickMap’s GUI. Stage 1 and 2 models, for in-
stance, are useful as stand-alone models, and can quickly provide shapes of contained
oil slicks for various oil types and boom characteristics. It would thus be fairly easy,
based on results of these models, and on OHMSETT’s and UNH’s experiments, to
develop specific design tools in SlickMap, for use by spill response teams, providing
maximum volumes of oil contained by a boom of given draft and shape (i.e., straight,
catenary,. .. ), for specified oil types and relative current speed. SlickMap already has
a tool that allows the user to estimate the standard linear volume of oil V, (m®/m of
boom), based on the total oil volume v, (m?) contained by a catenary-shaped boom.
This tool could be modified to instead provide v,, based on V, calculated by Stage 1
and 2 models for conditions close to drainage failure.

SlickMap is to our knowledge the first experimentally validated comprehensive
model of oil containment by booms that was developed in a user-friendly graphical
environment, making it potentially accessible to a wide range of users, from modelers
to (educated) field response team members. The ideal flow modeling approach used
in SlickMap is simplified, compared to other proposed models based on full Navier-
Stokes equations. The model, however, contains all the relevant physics for accurately
simulating oil containment by booms. In particular, fully nonlinear kinematic and dy-
namic boundary conditions are included in the Stage 3 model, to accurately simulate
changes in both free surface position, due to interaction of the boom with the water
flow, and the various interfacial waves that develop during containment failure. Phys-
ical phenomena not specifically included in the model equations, such as interfacial
friction, are modeled using semi-empirical equations and calibrated based on experi-
mental results. All model parameters, both physical and numerical, can be accessed
and modified by users. SlickMap’s models are efficiently implemented, using accurate
state-of-the-art numerical methods such as the BEM. Hence, SlickMap can be set-up
and run in a matter of minutes on a high end PC platform (typical recommended
minimum configuration is P5-200MHz with 64Mb of RAM).

As discussed earlier, we anticipate further developments of SlickMap in several
directions. In its present stage of development, however, SlickMap can provide both
significant insight and useful quantitative results regarding oil slick containment by
booms. Finally, it should be pointed out that SlickMap is not a turn-key system that
can be run as a black box, despite its friendly GUI. The system still requires the
user to fully understand both the physics modeled (or not modeled) and the various
underlying hypotheses used in SlickMap models.
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Chapter 5

SlickMap user manual

5.1 Introduction

A user’s manual describing how to set-up and use SlickMap software on a PC computer
platform is presented in the following. SlickMap is an interactive software product
designed at the University of Rhode Island to simulate oil spill containment by a
straight boom with a vertical skirt (Chapter 4).

SlickMap was designed to model slicks spilled upstream of straight boom placed in
a water flow, i.e., booms for which no or little change occurs along the boom axial di-
rection. For such booms, it is accurate to study oil containment in a two-dimensional
vertical cross-section going through the boom middle section (apex). However, exper-
imental studies conducted at OHMSETT as part of this project (Chapter 2) showed
that, assuming proper scaling, results of experiments with a towed boom having a
catenary shape can be transformed into results applicable to an equivalent straight
boom. In such a case, the scaled variation of slick length measured in front of the
boom apex as a function of tow speed, quite well agrees with that measured for the
same boom having a straight shape. In SlickMap, a pre-design tool is thus provided
to help the user transform the oil slick volume v, (given in m?), corresponding to a
boom with catenary shape of specified characteristics, to an equivalent linear volume
V, (in m*/m), to be used in SlickMap for running simulations with a straight boom.
In addition, the user must provide oil parameters (density, viscosity, surface tension)
boom geometry (skirt draft and width) and water density and flow velocity.

Models implemented in SlickMap rely on a number of simplifying assumptions,
such as an inviscid water flow and a quasi-static equilibrium within the slick (Chapter
4). Dissipative mechanisms, such as interfacial friction variation at the water-oil
interface and slow viscous circulation within the slick are represented in the models
by semi-empirical equations. Experiments carried out at OHMSETT (Chapter 2) and
at the University of New Hampshire (Chapter 3) were used to calibrate parameters
in these semi-empirical representations. SlickMap model results therefore only have
predictive ability within the range of experimental parameter variations for which
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Figure 5.1: Typical SlickMap interface screen

dissipation in the models was calibrated : i.e., a boom draft d = 0.064 to 0.483 m
(2.5 to 19 in.), Sundex or Hydrocal oil, and a tow speed U/ = 0.1 to 0.45 m/s (0.2 to
0.9 Kn). For intermediate values of draft or tow speed, SlickMap linearly interpolates
experimental data in order to calibrate interfacial friction parameters.

SlickMap is implemented as an interactive Graphical User Interface (GUI), pro-
grammed in Visual Basic™ (Fig. 5.1). SlickMap’s models are programmed in FOR-
TRAN. The GUI is specifically designed to be user-friendly and work efficiently with
the FORTRAN codes of the models. These models represent the implementation of
various Computational Fluid Dynamics (CFD) tools developed to simulate oil slick
containment by straight booms, with vertical skirts, placed transversally in a water
flow (Chapter 4). These models assume ideal flows (incompressible, inviscid, and irro-
tational), for which a velocity potential can be defined. The governing equation is thus
a Laplace’s equation for the potential, which expresses mass conservation. Boundary
conditions are specified to describe the solution behavior on the lateral boundaries
(inflow and outflow), on the free surfaces (before and beyond the boom) and on the
boom and bottom (no-flow).

The key computational models in SlickMap are based on a Boundary Element
Method (BEM). The BEM is a numerical method used for the efficient and accurate

numerical solution of partial differential equations (such as Laplace’s equation), over
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domains of complex shape. It is based on a Boundary Integral representation of the
governing differential operator. Hence, the BEM uses no interior discretization but
only a boundary discretization. Collocation nodes are placed on the boundary of the
domain and elements, i.e., small pieces of the boundary are used to define a certain
level of interpolation of both the geometry and the field variables in between the
nodes. SlickMap enables the user to control the node and element generation on the
boundary, for use in the BEM models. The computational domain and boom geom-
etry must first be specified and then the boundary discretization (grid) is generated.
SlickMap suggests default values for both the geometry and grid on various parts of
the boundary. These can be modified at will by the user before further analyses are
performed.

SlickMap’s solution of a slick containment problem is run in three stages. The first
stage is used to find the initial (static) shape of an oil slick, of specified characteristics,
when a boom is deployed to contain the slick, and an initial flow velocity is also
specified; no water flow computation is performed at this stage which just uses static
equilibrium and energy conservation equations to estimate slick shape. The second
stage is used to refine the first stage estimate and find the steady state solution of the
oil slick shape; the ideal water flow is solved at this stage, while slick shape is being
iteratively refined again using static equilibrium and energy conservation equations.
The third stage uses results of the second stage as initial conditions to simulate the
dynamic behavior of the contained slick as a function of time. The ideal flow solution
is still performed in the water, for each time level (or step) in the simulation, but
various interfaces (oil-water, oil-air and water-air) are treated as dynamic free surfaces,
as opposed to the rigid (no-flow) boundaries used for stages 1 and 2. SlickMap’s GUI
allows the user to control all the parameters of the analyses performed at stages 1
to 3, both physical (as mentioned above) and numerical (grid generation, number of
iterations for convergence of slick shape,...). The entire purpose behind SlickMap’s
GUT is to provide easy to understand results of the model solutions.

Details of the Stage 1, 2, and 3 models equations and implementations can be
found in Chapter 4. A complete user’s manual for SlickMap’s GUI is given in the
following.

5.2 Installation and setup

For SlickMap to run properly the following minimum requirements for the PC platform
are suggested.

e Operating System - Win9x
e Processor Speed - 75 MHz or greater

e Random Access Memory - 32M or greater
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To install and setup SlickMap onto a PC, insert the SlickMap installation CD into
the CD-ROM drive. If the setup program doesn’t automatically execute simply run
setup.exe off the CD-ROM drive to initialize the setup procedure. Once setup.exe
is executed, installation files will be generated before the SlickMap setup window is
opened. From the SlickMap setup window choose OK to continue the setup procedure.
Next, the directory where SlickMap will be installed is displayed, given the option to
change this directory (it is recommended to use the default directory location to reduce
run time errors with SlickMap). Clicking on the provided button on the SlickMap
setup window will now install SlickMap into the specified directory. Once the setup
application is finished SlickMap is ready for execution.

5.3 Getting started

5.3.1 Opening SlickMap

Installing SlickMap will create a shortcut available in the start menu program options
and on the windows desktop. This shortcut is titled SlickMap and will open the soft-
ware (SlickMap.exe) when selected. SlickMap may also be opened from the directory
where it was installed. This directory (if not chosen otherwise) is the default direc-
tory (C:\SlickMap\Bin\) provided in the setup process (see Section 5.2). Opening
SlickMap will produce a graphical window such as displayed in Fig. 5.1. The software
is now ready for executing a project.

5.3.2 SlickMap project philosophy

Under SlickMap’s design philosophy, certain steps are required to properly setup a
project for execution and analysis. Three basic preliminary steps, with the second
step being optional, are necessary to properly setup a project. Once these three
preliminary steps are complete, the project is ready for execution. After execution of
the project is finished, analysis and post-processing of SlickMap’s project results can
be done using various tools, provided in SlickMap’s GUI, or with any other software
package that is useful to analyze the data output from the source code. The following
outline is the basic SlickMap project philosophy, or necessary steps taken to build,
solve, and analyze a project :

1. Opening Project (Section 5.4 : Starting a new project)

2. Creating Database (Section 5.5 : Building a database)

3. Predesign Project (Optional Section 5.6 : Predesign toolbox)
4. Execute Project (Section 5.7 : Frecuting a project)

5. Analyze Results (Section 5.8 : Analysis options)
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Details of each steps are given in the following sections.

5.4 Starting a new project

To start a new project, the user first opens the program by clicking on the SlickMap.exe
icon. Then, one either selects New Project from the file option on the menu, or clicks
on the “open new project” button on the toolbar (see below).

O

The window shown in Fig. 5.2 will next appear on the screen. This window
provides the user with the ability to create a “Project Folder”. SlickMap does not
run off an individual file but off several files that are created and used at various
stages of the simulation. Consequently, when creating a new project, a “Project
Folder” should be created where all the information for that project will be stored
and accessed by various modules in SlickMap. Typically, all “Project Folders” should
be created as a sub-folder in the Projects folder, but the user can also elect to create
a folder anywhere on the hard drive.

To create a “Project Folder”, simply select which directory the folder will be
located in and then click on the “Create Folder” button. This will open a window,
which will ask for the name of the “Project Folder” to be entered. After selecting a
name for the “Project Folder”, the program will request that a name be given to the
Project. If no name is entered, then the name given to the “Project Folder” will be
used by default as the project name.

If no “Project Folder” name is entered, then no “Project Folder” will be created
and a project name should not be entered. If this happens, select cancel when asked
to enter a project name and start over.

Once a Project Folder is created, the window shown in Fig. 5.2 will display that
SlickMap is now currently working under the created Project Folder. Select OK to
begin working on the newly created project. The next step to take when setting up a
project in SlickMap is to build a database.

5.5 Building a database

Once a “Project Folder” has been created, building a database for the current project
is the next procedure required. The database will control all physical and numerical
parameters of the oil slick containment simulation. These parameters range from
physical properties of oil and water, boom and domain geometry, to grid generation
parameters of the model. Building a database is essential to run a simulation. Without
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a database, the source code has no parameters to use for the analysis.

To build a database, select the option “Build Database”, from the “Project” menu.
This will open the database building tools window (Figure 5.3). This window has
three main sections, which control different parameters of the simulation, denoted
by three different tabs. The first section handles the geometric and physical data in
the problem, the second section defines the generic numerical data used for the BEM
models in stages 2 and 3, and the third section is nodal data which will ultimately
define the BEM grid used to solve the problem. There are three different ways to build
a database from scratch : (1) use user defined values; (2) use default data provided by
the software; or (3) Predesign the problem using data collected during experimental
tests at OHMSETT. The latter two options will be discussed later. The next section
will concentrate on defining all the values for the parameters (option (1)), and how
these affect the final solution of the problem.

How to wisely choose the proper values for all parameters while building a database
will be discussed later.
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Figure 5.3: Database Building Tools Window

[ R S i A
J i S S S A i

5.5.1 Defining parameters of database and building tools win-
dow

There are three sections contained within the database building tools window.

The first section deals with the physical data of the problem. Two subsections
are defined under this section : (i) physical parameters; and (ii) interfacial friction
parameters. The first subsection requires the user to specify the physical parameters
of the solution, labeled and defined below :

e Linear oil volume (V,) : the oil volume is defined for this problem as the volume
of oil per unit width of boom, expressed in cubic meters per meter (m®/m).
[Note that a special tool is available to transform the volume of the slick in a
catenary shaped boom (v, in m?®) into a linear volume for an equivalent straight
boom. See predesign section]

e Initial tow speed (U,) : This is the relative flow speed between the boom and
the water, expressed in meters per second (m/s). This speed is used to calculate
an initial (static) slick shape, implicitly assumed to be stable. Thus the initial
speed should be low enough (typically around 0.1 m/s). [Note, a gradual speed
increase from U, to a larger value can be specified in SlickMap by choosing to
build a database with a velocity ramp (See Section : Building a database with
a velocity ramp).]
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e Water density (p,) : the density of water over which the oil is located, expressed
in kilogram per cubic meter (kg/m?).

e Oil density (p,) : the density of oil in the slick, expressed in kilogram per cubic
meter (kg/m?).

e Water-air interfacial tension (o,,) : expressed in Newton per meter (N/m).
e Water-oil interfacial Tension (o,,) expressed in Newton per meter (N/m).
e Oil kinematic viscosity (v,) expressed in Stokes (cm?/s).

e Gravitational acceleration (g) : the acceleration due to the force of gravity
expressed in meters per second squared (m/s?; typically 9.81 m/s?).

The second subsection under the physical data section handles the water-oil interfacial
friction parameters defined below :

e Average friction coefficient (Cy,,) : this parameter defines the initial value of
average friction used to calculate the oil-water interface shape for a flow speed

U,.

e Friction function parameters (see Chapter 4) : These are the nondimensional pa-
rameters used to define the functional form of the interfacial coefficient function
in Stage 2 and 3 models, i.e. :

— (Y, : friction coefficient function value in the back of the slick.

— XA > 1: coefficient defining the maximum value of the friction function in
the slick headwave, in terms of multiples of C, (increases with A > 1).

— 7 : coefficient defining the peakedness of the friction function in the slick
headwave (increases with 7).

— 0 : coefficient which specifies where the maximum value of the friction
function occurs in the slick headwave (varies from 0 to 1 from front to back
of headwave).

— K : coefficient which specifies the intensification of friction due to KH
waves for Stage 3.

e viscous slick circulation : «, coefficient which specifies which part of the tan-
gential velocity in the water along the oil-water interface is transmitted to the
slick to induce a slow viscous circulation.

The second section in the database building tools window deals with model data.
Two subsections in this section are defined for : (i) grid parameters; and (ii) Stage 2
iterations and time stepping data. The grid and iterations parameter subsection de-
fines the geometry of the boom being used in the simulations and requests information
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about the desired grid for the BEM. The size of the grid directly affects the accuracy
of results; an increased resolution, beyond the required minimum, usually leads to
more accurate results but requires longer computational times. These parameters are
as follows :

e d : draft of boom skirt used for the oil containment simulations (in meters).
e W : width of boom skirt used for the oil containment simulations (in meters).

e Modeled distance upstream of boom : horizontal distance from the boom to the

front of the BEM grid (in meters).

Length of BEM grid : total horizontal length of BEM grid from front to back

(in meters).

e h : water depth : vertical distance from mean free surface to bottom (i.e. grid
height in meters).

The iteration data subsection defines information about the maximum number of
iterations allowed to calculate the convergence to steady state in Stage 2 model, and
which minimum residual error between iterations is acceptable before steady state is
reached. Thus, Stage 2 model calculations will be stopped whenever the maximum
number of iterations or the minimum residual error are reached.

The third section in the database building tools window is grid nodal data. This
section defines the way the boundary element grid is constructed and thus controls
the resolution and accuracy of the BEM computations in SlickMap models for Stages
2 and 3. Two subsections are also defined within this section : (i) node spacing data;
and (ii) node data. Parameters are as follows :

e Spacing upstream of boom : Initial node spacing on the free surface of the
boundary element grid, from the leftward side up to the location of the boom.

e Spacing downstream of boom : Node spacing between each node on the free
surface of the boundary element grid, from the boom to the rightward side.

e Spacing on bottom : Node spacing between each node on the bottom of the
boundary element grid from the leftward to the rightward sides.

e Nodes on boom : Number of nodes located on the grid representing the boom
boundary; these nodes will be equally spaced.
The boom is made of linear straight segments separated by quarter of circles of

radius W/10, representing the two bottom corners of the skirt.

e Nodes on Vertical Boundaries : The number of nodes on the vertical side bound-
aries of the BEM grid (in- and out-flow boundaries).
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The fourth section is labeled Stage 3 Data. This section contains one subsection
titled Simulation time data. When selecting to build a database with a veloctiy ramp,
an additional subsection (titled Velocity time stepping data) is provided to allow the
user to define the desired velocity stepping information. This option is discussed in
Section Building a database with a velocity ramp. Within this subsection, one may
define parameters controlling the temporal simulations of Stage 3, which are labeled
and defined as follows :

e Simulation Time : Amount of time (in seconds) requested to run Stage 3 model
solution.

e Maximum Time Step : The maximum duration of time steps (in seconds) used
in Stage 3 model computations.

e Release Time : The amount of time requested to allow the water to stabilize,
when starting Stage 3 computations based on Stage 2 results, before releasing
the entire system into the dynamic Stage 3 state (Note, during this stabilization
time, the oil slick geometry is not updated, but just vertically moved to follow
the water motion, while the water-oil interface is being updated as a function
of time).

5.5.2 Working with the database building tools parameters

To wisely build a database that will enable the source code to accurately produce
results, knowledge of how the parameters in the database will affect the final solution
is key. This section explains how to wisely build a database.

Physical parameters

The linear oil volume V, is crucial to the problem’s solution. SlickMap assumes
straight booms and uses a value of volume per unit length, i.e., the linear oil volume.
In general, this measurement is the total volume of oil being contained divided by
the width of the containment area. For example, if the boom skirt has a horizontal
width of w = 10 ft and v, = 200 gallons of oil are being contained, then the amount
of oil used for this problem would be V, = v,/w = 20 gal/ft. Since this program is
designed to work in the metric system (SI; International system), this value needs to
be converted, i.e., using 3.81107® m?®/gal and 0.3048 m/ft, respectively. Applying
these conversion factors the final value of V, used in this problem is 0.250 m?®/m.

Whereas stationary booms installed across flowing rivers may be fairly linear and
straight in shape, most towed booms often take a catenary shape. As mentioned
above, SlickMap provides a tool to users, to calculate the equivalent linear volume V,
for a straight boom, when given the gap-to-boom-length value g,/¢, and the number
of boom segments, based on the equations detailed in Chapter 2.
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Initial tow speed should be around U, = 0.2 knot (0.1 m/s). Tow speed variation
should be specified in between that value and a maximum of about U ~ 1 knot (0.5
m/s). Experiments have proven that most conventional booms fail at a critical speed
of 1 knot or less (e.g., Chapter 2). With this in mind the program has been designed
to work best within the above specified tow speed range. Although any tow speed
can be used in a simulation the results may sometimes become unrealistic.

Water density and oil density are self-explanatory. These parameters are simply
the densities of the fluids, oil and water, in the simulation. Water-air and water-oil
interfacial tension values may be harder to identify, as well as oil viscosity. Usually,
however, when not directly known, oil density, viscosity, and interfacial tensions can
be found in tables, for standard oils, as a function of the operating temperature.
Gravitational acceleration also, for all practical purposes, can be assumed constant
to, g = 9.81 m/s?.

Interfacial friction parameters

These parameters are very crucial to the results of the model simulation. Unless the
user has knowledge of friction coefficients for the given fluids in the problem, the best
option is to use the default values provided by the SlickMap. Using default values
will be discussed in a later section.

Defining C'y,,, will provide an initial value of the average friction coeflicient, for the
numerical model to use while initializing a static oil slick shape (Stage 1 model). By
defining the remaining terms in this database section the user is allowed to control
the way friction varies along the oil-water interface, i.e., the “Friction Coefficient

Function” (FCF) (Chapter 4).

Grid length parameters

All values used in this section will directly control the size and geometry of the BEM
grid. Here the draft of the boom and width of the boom should be the exact dimensions
of the boom desired to be modeled. The distance specified upstream of the boom
is a crucial dimension which ultimately affects the uniform flow velocity specified,
upstream of the slick, within the water column. The total length of grid will not play
as crucial a role as the distance upstream of the boom but should be no less than
twice that distance. Water depth is a key dimension, which also effects the uniform
flow velocity within the water column. If this parameter is not specified properly the
water velocity profile will not be accurately represented by the source code.

SlickMap’s GUI verifies upper and lower bounds on some of the parameters so a
user will not be able to enter a value that is unreasonable for the problem. These
These bounds on the parameters are discussed in Section 5.5.4.
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Iteration and time stepping data

Stage 2 and 3 parameters are both defined within this database building tools section.
It is here that the user will define iteration and time stepping data that will allow
the source code to properly simulate the shape of the oil slick for a given tow speed.
The first parameters defined in this section are the number of iterations required for
the quasi-static oil slick shape to converge, and the maximum allowable Root-Mean-
Square (RMS) error (measured in percentage) between slick shapes calculated for
successive iterations with Stage 2 model, and for the verification of quasi-hydrostatic
equilibrium equations.

Time stepping information is defined for Stage 3 model. The key parameters here
are the maximum number of time steps and/or maximum time of stepping. Stage 3
model solves the oil slick equilibrium shape as it evolves in time, such that after a
certain time period the slick will either have stabilized for a given tow speed or will
have entered an unstable shortening mode. Thus, it is important that an adequate
time duration be used in order for the slick to properly reach stabilization, when that
occurs.

Node spacing data

Since the solution of the oil slick shape is the critical aspect of this software the
boundary element grid may have nodes spaced differently according to their location.
The node spacing from the front of the grid to the boom is the most important
discretization area to provide accuracy along the oil-water and oil-air interfaces. These
nodes are spaced closer together than nodes located on the bottom of the grid and
from the boom to the back of the grid.

Again, these values are bounded to assure that the user doesn’t enter unrealistic
values (see Section 5.5.4).

Node data

These values are defined to suit the values entered for the node spacing data. Typically
a user will specify the node spacing for the boundary element grid. This, in turn, will
define the number of nodes on each surface, depending on the specified lengths of the
grid. To improve accuracy of results, the user may increase the number of nodes for
these parameters. This will help avoid reduce numerical errors in the source code and
will improve resolution along these interfaces. Computational time, however, will be
increased accordingly, typically, proportionally to the square of the total number of

BEM nodes.
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5.5.3 Using the default Database values

The default values provided by SlickMap were chosen based on the experimental
results from tests conducted at UNH and OHMSETT. SlickMap default values are
calibrated according to these experimental results. First the default values will be de-
tailed then explained why they should be used when necessary. Default parameters,
which are dependent upon other parameters and bounds placed on particular database
parameters are discussed in Section Controlled and dependent default database param-
eters. The following are tables for the default values used in each section while building
a database in SlickMap.

Parameter Default Value
Oil linear volume V, (m®/m) 0.0253
Tow speed U (m/s) 0.1
Water density p,, (Kg/m?) 1,025
Oil density p, (Kg/m?) 950
Oil viscosity v, (cSt or mm?/s) 10,000
Interf. tension o, (N/m) 0.0744
Interf. tension o, (N/m) 0.0379
Gravity Constant g (m/s?) 9.81
Friction parameter Cy,, 0.05
Friction parameter Cy, 0.025
Friction parameter § 0.5
Friction parameter 3 0
Friction parameter ~ 2
Friction parameter A 3
Friction parameter K 0.05
Circulation parameter a,, 0.05

Table 5.1: Default physical data values in SlickMap. Note oil data corresponds to
Sundex oil.

In Table 5.1 the physical parameter default values are taken from some of the
experiments conducted at OHMSETT (Chapter 2). The oil volume, which is the
linear oil volume, is taken from experiments conducted during May 1997. The den-
sities chosen are nominal values for sea water and Sundex oil, both used during the
experiments. The surface tension values are from the fluid physical properties data
reported to URI from OHMSETT, after fluid properties were analyzed at the OHM-
SETT facilities. All default interfacial friction parameters were developed to properly
calibrate friction along the oil-water interface and produce results measured during

field experiments at OHMSETT.
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Parameter Default Value

Draft of boom (m) 0.2

Width of boom (m) 0.2
Distance upstream of boom (m) 8.00
Length of grid (m) 13.00

Water depth (m) 1

Number of Stage 2 iterations 10
RMS error for Stage 2 (%) 0.5
Max. nb. of Stage 3 time steps 150
Max. time of Stage 3 stepping (s) 300

Table 5.2: Default Stage 2 and 3 model data values : geometry of computational BEM
domain and numerical parameters.

The default grid length data values in Table 5.2 are partly dependent on the
physical parameters. The draft and width default values are chosen arbitrarily. The
distance in front of the boom is defined here as forty times the boom draft. Length
of the grid is by default here the distance in front of the boom plus 60%), plus boom
width. Water depth is selected to five times the boom draft. The number of iterations
and time steps are chosen based on observations made for how many iterations the
source code typically requires to solve a quasi-static equilibrium shape at Stage 2, and
how many time steps are typically needed to achieve a stabilized slick shape at Stage
3 for one velocity value. Residual Iteration Error is by default one fifth of a percent.
This is the RMS error in percentage of the slick shape change between 2 iterations
and for the verification of equilibrium equations, that would cause the source code to
find a quasi-static equilibrium shape before the specified number of iterations have
been reached. Maximum time is arbitrarily chosen as 300 seconds.

Parameter Default Value

Spacing upstream of boom (m) 0.04

Spacing downstream of boom (m) 0.10

Spacing on bottom (m) 0.50

Nb. of nodes on boom 23

Nb. of nodes up to boom 201

Nodes on free surface 250
Nodes on vert. boundaries 9

Table 5.3: Default Stage 2 and 3 model data values : node spacing and numbers.
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The node spacing parameters in Table 5.3 are dependent more on previous defined
data than any other set of data. Node spacing upstream of the boom is set by
SlickMap as boom draft divided by five. Node spacing after the boom is set to equal
half the draft of the boom. Node spacing on the bottom of the BEM grid is defined as
the minimum value of the grid length divided by twenty five or half the water depth.
The number of nodes on the boom is set as twenty three. The amount of nodes the
user can specify on the boom is controlled by SlickMap and can only be increased
by multiples of 4 nodes (i.e., 23, 27, 31,...). Number of nodes up to the boom is by
default the distance in front of the boom divided by the node spacing prior to the
boom plus one. The number of nodes on the free surface is set as the length of grid,
minus the distance upstream of the boom, and the width of the boom, divided by
the spacing downstream of the boom, plus the number of nodes up to the boom, plus
one. Number of nodes on the vertical boundaries is set as nine and is also controlled
by SlickMap and can only be increased by multiples of 2 nodes (i.e., 9, 11, 13,...).

5.5.4 Controlled and dependent default database parameters

This section defines database parameters used for the Stage 2 and 3 models, which
are dependent on other parameters or have bounds attached to them and verified by
SlickMap. First, we will define the dependent parameters as well as the parameters
used to define these values.

o Draft of Boom (d)

o Width of Boom (W)

o Length of Grid (L,)

o Length of Oil Slick (1) (estimated at Stage 1)
o Water Depth (h)

o Distance upstream of boom (D)

o Node spacing upstream of the boom ()

o Node spacing downstream of the boom (S5)
o Node spacing on the bottom (S5)

o Nodes nb. on boom (V)

o Nodes nb. up to boom (V)

e Nodes nb. on free surface (Ns)
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e Nodes nb. on vertical boundaries (NVy)

Now the dependent default parameters are expressed as a function of the other

database parameters.
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In Egs. 5.4, 5.5, and 5.7, the dependent parameter is equal to the minimum value of
the functions defined. To ensure that the user does not enter an unreasonable value
that would cause the source code to crash, controls have been placed on two of the
database parameters. These parameters are the number of nodes on the boom (V)
and the vertical boundaries (N4). Both of these parameters are controlled in a similar
manner. Each has minimum and maximum values, and if they are between these
minimum and maximum values, their values must also be a specific integer value,
which is defined as a certain multiple times a constant. These controls are detailed in

Tables 5.4 and 5.5.

User Input | Controlled Value
Ny <23 Ny =23
Ny > 55 Ny =55

23 < Ny <55 | Ny =234 (41)

Table 5.4: Controls on ;.

In Table 5.4, the value [ is an integer value between zero and nine. The value of T
used is found by determining the user input value of N; that is larger than 23+ (4 1),

but is less than 23 4+ (4 (1 + 1)).

In Table 5.5, the value I is also an integer value

between zero and nine, which value is found by determining the user input value of

Ny that is larger than 9+ (2 1), but is less than 9 + (2 (1 + 1)).
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User Input | Controlled Value
Ny <9 Ny=9
Ny > 29 Ny =29
9N, <29 | Ny=9+4(21)

Table 5.5: Controls on Ny.

5.5.5 Building a database with a velocity ramp

To build a database with a velocity ramp, the same procedures as discussed earlier
should be used, except that, when selecting an item under Build Database from the
Project Menu, instead of choosing to build a database Without Velocity Ramp, choose
to build a database With Velocity Ramp. This sequence will open Figure 5.4). The
only difference when building a database with a velocity ramp is that an additional
subsection in the DataBase Building Tool, titled Velocity Time Stepping Data, is
provided. Within this subsection information about the desired kind of veloctiy steps
to occur during Stage 3 analysis is enter. This information is labeled and defined
below :

e Maximum Velocity : The maximum tow/flow velocity attained during the Stage
3 solution, measured in meters per second.

e Number of Steps : The number of times the tow /flow velocity is increased during
a Stage 3 solution.

e Stepping Time : Amount of time in seconds between each velocity increment.

5.6 Predesign toolbox

An additional option provided by SlickMap to help building a database is the Pre-
design ToolBox (Figure 5.5). This feature is designed to allow a user to interactively
design the physical parameters of a database, three different ways. The three options
provided to predesign a database are titled as follows :

e User defined data
e Experimental data

e Catenary boom data

If a user has already predesigned a project and wishes to create a new database
for the same project, after already creating one, using the same predesign data, se-
lecting Predesign Values from the Database Building Tools window will access these
values.
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Figure 5.4: Velocity ramp option for DataBase building

5.6.1 User defined data

Using the User Defined Data option of the Predesign ToolBox enables the user to define
physical parameters such as oil and water density, tow speed and linear oil volume.
Two options are available : Option I requires the user to specify slick length; then the
Stage 1 model will solve for the required average friction along the oil water interface
to produce the user defined slick length. Option 2 requests that friction is defined;
then again the Stage 1 model will solve for the slick length that will exist for the
specified physical parameters and average friction value.

The user can then, for both cases, visualize what this slick shape will look like by
using the plotting option provided. If the results are not satisfactory one can clear the
defined data and start over. Otherwise, the user can select to now build a database
using the predesign values established under the User Defined Data section of the
Predesign ToolBoz. By choosing the build database button, which is enabled after
the user has checked off each predesign value, the Database Building Tools window
will open with the predesigned values entered into their respective boxes.

5.6.2 Experimental data

The Experimental Data predesign option (see Figure 5.6) interactively uses informa-
tion collected during experiments at UNH and OHMSETT, to help guide the user to
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Figure 5.5: Predesign toolbox user defined data tab

design a project based upon previous experiments. Depending on the selected boom
draft d, various choices of oil densities are available. These combinations of boom
draft choice and oil densities correspond to separate databases of experimental data
which will solve for the correct slick length and average friction for the select set of
oil volume and tow speed. After slick length and average friction has been solved for,
options for viewing the curve fits from which the data was produced can be viewed
along with the solved data. These option buttons will open the Fzperimental Curve
Fits window and will display the used curve fit for the chosen problem. Once the
user is satisfied with the results, a database can now be created by choosing the Build
DataBase button, which will open the Database Building Tools window.

5.6.3 Catenary boom data

Typically, oil containment procedures are performed with a boom being towed behind
a vessel or place in a body of water. The shape, the boom assumes in each of these
cases, is a catenary shape. Since SlickMap was developed for straight booms, this
section of the Predesign ToolBox (see Figure 5.7) was created to allow a user to
specify a particular catenary-shaped boom, with a defined length to gap ratio, to be
used in a clean up procedure. SlickMap Stage 1 model will solve for the slick length
from the apex of the boom to the leading edge of the oil slick, given the volume of
oil and tow speed for the problem. This is done by using a database of experimental
data collected for catenary boom shapes. Then, SlickMap will convert this catenary
boom data into the equivalent 2-D slick length contained by a straight boom, for the
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Figure 5.6: Predesign toolbox experimental data tab

same problem, in order to run simulations. This will then enabled the source code
to solve for the average friction required along the oil-water interface to produce this
slick length.

Various plotting options are provided for the user to view curve fits used and what
the predesign slick shape looks like for this particular case. Once the user is satisfied
with the results a database can now be created by choosing the Build DataBase
button, which will open the Database Building Tools window.

5.7 Executing a project

A project can only be executed if a database specifying physical and numerical data
has been created. To create a database, see Section 5.5).

SlickMap provides two options for executing a project. Simply choose Project from
the Toolbar then select Fxecute Project or select the first button on the third toolbar
(see Figure 5.8).

Selecting either of these options will provide the same result. Once a Project is
executed, SlickMap will interact with the Stage 1, 2, and 3 models, to calculate results
and provide data for visualization of slick shape in the GUI, and allow the user to
interact with the source code.

The first procedure launched by SlickMap is to run an executable which contains
the source code. Once the source code has been executed by SlickMap, Stage 1 solu-
tion will immediately be solved for. Upon completion of Stage 1 solution, SlickMap
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Figure 5.7: Predesign toolbox catenary boom data tab

will prompt the user that the solution is complete and the solution process may be
paused in order to review the results of Stage 1. If the user chooses to pause to review
the results, two options become available to the user. If the results are not satisfactory
and project parameters must be changed, or if the user wishes to stop the solution,
by choosing Project from the menu and selecting Stop Project, or by clicking on the
stop button (see below) on the toolbar, the project simulation will stop. If the user
whishes to continue onto Stage 2, after pausing to review Stage 1 results, one should
either choose the Project option from the menu, then select Continue Project or choose
the Continue Project button (see below) on the toolbar. Otherwise the project can
be selected to continue solving the solution and not pause, which will advance the

solution state to Stage 2.
Ll
(Stop Project Button)

M
4| (Continue Project Button)

During the solution of Stage 2, SlickMap will update the user on the status of the
solution by displaying on the bottom of the window the percentage of completion, as
well as a status bar also representing the percentage of completion. Similar to Stage
1, when Stage 2 is complete, SlickMap will prompt that Stage 2 solution is complete,
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Figure 5.8: Execution button location on toolbar

giving the same options to the user as when Stage 1 solution is complete. If the
solution is chosen to be continued at this point, the solution state will now advance
to Stage 3. Stage 3 solution status will also be updated by SlickMap on the bottom
of the window. Upon completion of Stage 3, SlickMap will prompt that the solution
is finished. SlickMap will then enable analysis tools and various options to aid the
user in investigating the results (see Section 5.8).

5.7.1 QilSlick graphics window
During the solution state in SlickMap, the OQilSlick Graphics Window (e.g., Fig. 5.9)

will display the oilslick geometry. For Stage 1 solution, since the problem is assumed
static at this point, the results are displayed after the solution is finished. Stage 2 and
Stage 3 results are displayed and updated realtime as the solution is being solved for.

5.7.2 Data window
The Data Window, located to the right of the SlickMap Window (see Fig. 5.1), details

various values relative to the solution state of the oilslick. There are four separate
value cases according to the solution state, i.e. PreDesign, Stage 1, Stage 2, or Stage
3. Table 5.6 gives a description of each available set of information for all solution
Stages.

5.7.3 Project execution options
Solution step viewing options

A tool is provided by SlickMap to allow only Stage 3 results to be viewed as the
solution is taking place. Stage 1 and Stage 2 will be solved independently and, upon
completion, Stage 3 will be launched. The only difference is that the user will not be
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PreDesign Data

Stage 1 Data

Oil depth D

Oil depth D

Oil length L

Oil length L

Average friction Cy,,

Distance to head zj

Head loss coefficient (',

Head loss

Oil height coefficient x

Head loss coeflicient C},

Shear stress 7,

Shear stress 7,

Linear oil volume V,

Linear oil volume V,

Tow speed U

Tow speed U

Oil density p,

Oil density p,

Water density p,,

Water density py,

Stage 2 Data

Stage 3 Data

Oil depth D

Oil depth D

Oil length L

Oil length L

Distance to head z

Distance to head zj

Average friction C'y,,

Average friction Cy,,

Average Friction Coefficient

Initial Friction

Oil-air curve fit error R?

RMS residual Error on M&VH Egs.

Oil-water curve fit error R?

Oil-water curve fit error R?

Linear oil volume V,

Oil-air curve fit error R?

Tow speed U

Equivalence of Work

Oil density p,

Linear oil volume V,

Water density p,,

Tow speed U

Oil density p,

Water density py,

Elapsed time ¢

Table 5.6: Data window display options.
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BH 0ilSlick Graphics Window =]

Figure 5.9: SlickMap graphics window

able to pause between stages of the solution and view results. This will allow only
results from Stage 3 to be viewed during the solution state. After Stage 3 is complete,
results from Stages 1 and 2 are available for viewing. To enable this option select
Options from the Toolbar and choose Only View Time Updating Steps. To disable
this option simply choose Options from the Toolbar then select View Intermediate
Steps.

Time updating friction stack plot

An additional option available only during Stage 3 solution is a time updating friction
and oilslick stack plot window (see Fig. 5.10). To enable this option for Stage 3, select
Options from the toolbar then choose Time Updating Friction Stack Plot. This will
tell SlickMap to open this window during the solution of Stage 3 to give users a
better understanding and control of the correlation between friction and the oil-water
interface geometry.
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Figure 5.10: Time updating friction stack plot

OilSlick graphics window axis

A useful tool provided by SlickMap is turning a axis grid on in the OilSlick Graphics
Window (see Fig. 5.11). This will allow distances and scales of results to be easily
visualized. Although coordinates of the Graphics Window are also displayed in the
lower toolbar, using the axis in SlickMap is a quick way to analyze results.

5.8 Analysis options

SlickMap provides various options to analyze the data output produced by the source
code, while simulating the use specified test case. All output data is stored in the
Project Folder which was defined when creating a project in SlickMap. This data is
available to be accessed and analyzed using tools provided by SlickMap, as well as
any additional analysis tools the user desires to utilize. The various tools provided by
SlickMap are discussed within this section.
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Figure 5.11: SlickMap Graphics Window Axis

5.8.1 SlickMap plotting options

As various stages of analysis, for a user specified project, are completed, plotting
options available in SlickMap are enabled for the users to use. These options are
made available to the users two different ways. All the plotting options are accessible
from the plot menu, as well as from the Plot Options detailed below.

Plotting various analysis stages

During the various stages of running a project the user may view previous and current
results when pausing the analysis. For instance, if a predesign of the specified problem
was chosen, after the completion of Stage 1, the analysis may be paused and the
predesign results are available for plotting. This will allow a closer comparison of the
results for the predesign and Stage 1 phases, which will hopefully help the user better

170



understand the results and decide whether to stop or continue the analysis. Likewise,
this can be done at the completion of Stage 2 and, obviously, Stage 3.

BEM grid

The boundary element grid, which is setup by defining parameters with the database
building tools, is used in the analysis of the existing project. It is sometimes hard
to visualize at the scale of node spacing and actual geometry of the grid. SlickMap
provides an easy way to plot the BEM grid with or without graphics. No BEM grid
is available for the predesign phase and Stage 1, which do not use a BEM analysis to
solve for the initial slick shape. Only Stages 2 and 3 BEM grids are available to plot.
Figure 5.12 is an example of what a BEM grid for Stage 2 might look like when using
SlickMap to plot the grid data.

B DilSlick Graphics Window =13

Figure 5.12: Example of BEM Grid Data for Stage 2

The BEM grid data may also be plotted over the graphics for each stage. This
is done by enabling the option to Plot BEM Grid With Graphics from the Options
menu. The default option for plotting the BEM grid is without graphics and should
have a check mark next to it in the options menu. By clicking on the option to plot
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the BEM grid with graphics will put a check next to it making it the current default
plot option for this function.

Experimental curve fits

The predesign phase of SlickMap is a tool provided to help design a project by uti-
lizing experimental results which are embedded within SlickMap. When the project’s
specified design parameters, such as tow speed and boom draft, do not match the
available experimental parameters, curve fits are applied (see Section 2.4) which de-
scribe the behavior of particular oil types for various tow speeds and boom drafts.
These curve fits can be used to interpolate necessary data for a predesign case. For
example, if a project is being predesigned and the predesign method is to use the
experimental data, the user has various boom drafts and tow speeds to choose from.
If the tow speed and/or boom draft chosen are different from the provided options,
the predeveloped curve fits are used to interpolate what the corresponding oil slick
length would be. Otherwise, these curve fits are used directly to solve for the oil slick
length corresponding to the specified parameters (note that only two oil types are
provided when using the experimental data to predesign a project : Sundex and Hy-
drocal). The curve fits being used in this predesign phase are available to be plotted
with the predesign results. This is done with the Predesign Toolbox in the experimen-
tal data tab, using the plotting options. These experimental curve fits can also be
plotted individually and separately for all boom drafts and oil types. The raw data
used to created these curve fits are also available, for plotting and viewing, from the
Experimental Curve Fit Plotting Window (See Fig. 5.13).

Friction coefficient

The value of the friction coefficient calculated by the friction coefficient function
(FCF), as described in Chapter 4, is stored as output data available for plotting
and analysis. By selecting to plot Friction Coefficient from the plot menu options on
the toolbar, the Friction Coefficient window is opened (see Fig. 5.14), which plots
the friction function along the oil-water interface. Data used to generate this graph
is available to view, and the graph maybe exported as a picture file or copied for use
with other software. The default data used to generate the friction coefficient graph
is that from the last time step in Stage 3. Previous values of the friction coefficient
from earlier time steps are also available for plotting in this window.

Derivative friction coefficient

Chapter 4 discusses the derivative of the friction coefficient function and its use in
the analysis of the oil slick geometry as it evolves in time. Therefore, it is impor-
tant to be able to visualize this value similarly to viewing the friction coefficient.
SlickMap provides a tool, identical to the tool used for plotting and analyzing the
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Figure 5.13: Experimental Curve Fit Plotting Window

friction coefficient (See Figure 5.14), to plot and analyze the derivative of the friction
coefficient. By choosing to plot the Derivative Friction Coefficient from the plot menu
the Derivative Friction Coefficient window is opened. As with the friction coefficient,
the default graph of the derivative is generated from the data produced at the last
time step of Stage 3, and likewise previous values from earlier time steps are also
available. Copying and exporting the graph is enabled and viewing the data used to
generate the graph is possible, from this window.

Time updated oil slick shapes

SlickMap developers thought a useful device to analyzing the results of Stage 3 would
be to allow the slick shapes calculated at each time step to be superimposed on each
other. This would create a time series of slick shapes as a function of time for all time
steps, to be viewed simultaneously. By creating this ability in SlickMap, the analysis
of the slick shape evolution for various input parameters can easily be made.

To access this tool (see Fig. 5.15) select Time Updating Oil Slick Shapes from the
plot menu options. Additional functions such as exporting and copying the graph, as
well as viewing the data sets used, are made readily available with this SlickMap tool.
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Figure 5.14: Friction Coefficient Plot Window

Friction oil slick stack plot

A useful way to analyze the effect friction has on the oil slick geometry is to view a
graph containing both data sets on the same horizontal scale. That is to say, being able
to view the friction coefficient along the oil-water interface along with the geometry
of the oil slick. SlickMap provides a useful tool which plots that data. By choosing
to plot the friction oil slick stack plot, a representation of both the oil slick geometry
and the friction coefficient along the oil-water interface, is graphed (see Fig. 5.10).

The graph initially plotted contains values for the last time step of Stage 3 cal-
culations. Previous time step information is made available through the Friction
Workspace window. The ability to view the derivative of the FCF in place of the
FCF is made possible by selecting to plot the derivative of friction coefficient. Each
data set (Friction Coefficient, Derivative of Friction Coefficient, and Oil Slick Geome-
try) may be viewed as a separate plot, in a new window, by selecting the proper option
from the Friction Workspace window. The friction oil slick stack plot is also available
during Stage 3 analysis, which is discussed in Section Time Updating Friction Stack
Plot.
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Figure 5.15: Time Updated Oil Slick Shapes Window

5.8.2 Zooming in graphics window

Zooming options in SlickMap allow the display in the Graphics Window to be re-scale
for viewing purposes. Zooming is done by selecting the zoom in or out button (dis-
played below respectively) or by selecting zoom in or zoom out under the options menu.

Ad
S

To zoom in, a zoom window must be properly created in the Graphics Window
for the desired region. A properly created zoom window is started at the upper left
hand corner of the desired zoom region and sized accordingly from that point to the
lower right hand corner of the zoom window. This is done by choosing zoom option,
then using the mouse left click, holding at the location of the upper left hand corner
of the desired zoom region, and moving the mouse to the lower right corner, thus
sizing the zoom window to the desired size. Letting up on the left button will then
fill the Graphics Window with the chosen zoom region. If this process is not correctly
done, the desired zoom region may not be properly displayed. When zooming out,
SlickMap restores the original plot size in the Graphics Window. By selecting the
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zoom out option, this will automatically be executed.

5.8.3 Measuring distances

The ability to resolve various measures of distances from the results may come in
handy. The vertical and horizontal locations of the mouse pointer are displayed in
SlickMap, which makes getting distances between two points a trivial, but time con-
suming, task. To speed-up this process, SlickMap has provided a tool (see Fig. 5.16)
that automatically measures distances between two user defined points, at any loca-
tion in the Graphics Window. This tool is accessible through the get distance option
under the options menu and from the get distance button on the toolbar (see below).

b
E‘EDistance E
=1 I H I

1 I Y I
Diztance [m): I

Figure 5.16: Measuring Tool Window.

Using this tool is simple and straightforward. Measuring a distance with this tool
only requires the user to select two points. These selection points are defined as small
circles and the distance between the two points is represented as a solid line. To
select points, use the mouse to click on the starting point of measurement then click
on the ending point of measurement. This will input the required data needed by
the distance measuring tool to calculate the distance between the two selected points.
After selecting the second point, the distance between these points will automatically
be displayed. Fig. 5.17 shows an example of how the measuring tool device works.
When closing the measuring tool window, the points and lines generated by the device
will be cleared from the Graphics Window.

5.9 Project options

Multiple functionalities are programmed into SlickMap to open old projects, access
previously created databases, editing default parameters provided by SlickMap, and
various additional functions. These options are additional tools to help the user
when creating a project or modifying an existing project. None of these are necessary
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Figure 5.17: Measuring Tool Example.

functions to create and execute a project; they only provide additional help for specific
functions. These options are discussed in detail within the following sections.

5.9.1 Opening old projects

Once a project has been created, it may always be reopened at a later time for analysis
or to continue a simulation. Projects are saved as multiple files in a directory specified
when opening a new project. To access these projects, SlickMap must already be
activated. Selecting the New Project option from the file menu or clicking on the open
new file button (see below) on the toolbar, will open a window similar to the open
project window displayed in Fig.5.2.

T

=

From within this window, select the directory where the desired project to open
is located. After selecting the appropriate directory, the files included in the old
project are displayed on the left file window. If this selected directory contains the
desired project and associated files, select OK to open the old project. Once a project
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opened, all analysis options are enabled. The reopened project may also be restarted
to continue time stepping in Stage 3. This option is discussed in section Restarting a
project.

5.9.2 Opening multiple projects

SlickMap allows the user to have multiple projects opened at the same time. Only
one project, however, may be executed at a time to ensure proper file input/output
continuity. To open multiple projects, just repeat the procedure to open an old
project, as discussed in section Opening old projects. SlickMap will open and maintain
up to six opened projects. Once a multiple project is opened, it is made the current
active project available to work on through the SlickMap interface. To switch to an
earlier, or any other project that is opened, use the Project Name Display Device (see
Fig. 5.18) to select which project is active.

Test j

Figure 5.18: Project Name Display Device.

5.9.3 Closing projects

Closing a project may be desired when multiple projects are opened or a new project
is started. This is done by either selecting Close Project from the file menu or by
clicking on the close project button (see below) on the toolbar. Closing a project does
not erase any project information. All data particular to a project is automatically
stored and saved in the directory the project is working out of. Thus, there is no need
to fear that information will be accidentally lost by closing a project.

1

5.9.4 Use default database

Selecting to use the default database will open the Database Building Tools Window
(see Fig. 5.3) with all parameters assigned the default values provided by SlickMap
(see Section Building a database). This option will not automatically create a database
using the default values, but pause and allow the user to view the values, and decide
whether to change or keep them. Then, after reviewing these values, since all necessary
transactions and data verification have already been automatically made by SlickMap
(i.e. all checked boxes have been selected as done), just select to create a database.
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5.9.5 Edit existing database

After creating a new project or opening an old project, one may desire to use a
database, previously created for a different project, for the current project opened in
SlickMap. A previously created database can easily be used for the database of a new
project or be used to rerun an old project. To open an existing project, select Kdit
FEzxisting Database from the project menu. This will open a window similar to the one
displayed in Fig. 5.2. From here, select the directory where the desired database to
open exists, and select OK.

Opening an existing database will open the Database Building Tools Window (see
Fig. 5.3). The parameters within this window will be assigned the values of the
previously defined database. At this time, these values can be edited to change the
projects description (i.e. oil density value). Once the values for each parameter in
this window are satisfactory, the database can be created. For a new project, this
will enable the project’s execution options, and for an old project, this will simply
create a new database. Executing the project problem for both scenarii is identical
and described in Section Frecuting a project.

5.9.6 Editing default database

SlickMap has provided default values for all the parameters in the building tools
window (see Section Database building tools). These default values can be used or can
be chosen not to be used. A combination of user specified values for these parameters
and default values can also be used to create a database. A quick way to edit the
default values provided by SlickMap is to choose the FEdit Default Database option
under the Project menu. This will open the Database Building Tools Window (see
Fig. 5.3) with all the default values provided by SlickMap entered as values for all
available parameters. This option can be used when creating a database for a new
project or an old project. Once the parameter values are all satisfactory, a database
can be created.

5.9.7 Reasserting a project

After Stage 3 solution is complete, SlickMap generates a restart file that can be used
to continue a project. Restarting a project will start executing an existing project
from the solution results obtained at the last time step of Stage 3.

To restart a project, open an existing project that has completed a solution for
Stage 3, then select Restart Project option from the Project menu. This will open the
Restart Options Window. From this window, SlickMap prompts the current number
of time steps chosen and the time of each time step. Selecting to use these values will
cause SlickMap to execute the opened project, starting from the last time step solved
for in Stage 3. Selecting not to use these values will open the Project Restart Dala
Window (See Fig. 5.19). In this window enter the desired length of simulation time
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and value in seconds of each time step. Select OK to restart the project with these
time stepping values from the last time step solved for during Stage 3.

u# Project Restart Data E3

M aw. Time af Simulation [zec] Ted

Time to Start Time Stepping [zec] I-I L
ar |

Figure 5.19: Project Restart Data.

5.10 SlickMap accessories

SlickMap developers have tried to provide most commonly found accessories in MS
Windows applications. The main accessories provided by SlickMap are printing op-
tions, open, and editing data files, exporting graphics as picture files, and getting

help.

5.10.1 Printing

Two print options are available to the user through SlickMap, printing the graphics
window and printing opened files. Choosing to Print Graphics Window option from
either the File menu or from the print button provided on the toolbar (see below) is
only available when the graphics window is the active window.

Selecting the Print option from the File menu or from the print button (see below)
on the toolbar or by selecting to Print Graphics Window the Print Window will open.

&

From this window, print options will be available, such as which printer is desired
to print to, landscape and portrait printing, printing to a file, etc... If the user is
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familiar with MS Windows printing this should be old news. To seek help on printing,
see MS Windows printing documentation.

Printing options are also available in various plotting windows. These printing
options will print the current plot to the specified printer device.

5.10.2 Opening data files

All files generated by SlickMap are available to view in ascii form, if desired. It is
not recommended to edit these files within the project directory, although the data
may be exported for additional analysis with other software. To open the files in a
project directory, select Open Data File from the Options menu or click on the open
file button (see below) on the toolbar.

¢

Choosing one of the above mentioned options will open a standard windows file
menu opening device. From this window select which file to open and select OK. See
section Data 1/O structure to learn which files contain data of interest.

5.10.3 Editing options

Standard editing options such as cut, copy, and paste are available for use with ascii
characters as well as with certain graphics. Opened data files in SlickMap may also be
edited using the editing functions (it is not recommended to edit the files contained
within a project folder).

Generated plots enable the copy command. For instance, if the Friction Coefficient
is plotted, a notepad can be opened and if paste is selected within the notepad the
data from the plot will be inserted. The graphics may also be saved as a picture file;
this option is discussed in section Frporting graphics.

5.10.4 Exporting graphics

Graphics and plots displayed in SlickMap can be exported as a bitmap (*.bmp) file.
For most plots, this option is represented as a button titled Fzport Graphics. This
option will prompt where to save and what name to save the plot under. The Graphics
Window may also be saved as a bitmap file. When this window is active the Export
Graphics Window option is available under the File menu. This option will similarly
prompt where to save and what name to save the graphics window.
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5.10.5 Color options

Default colors used to represent the oil slick, boom, and water are preset in SlickMap.
At runtime, the user has full control over these colors. These colors can be changed
from the color option under the Options menu. The color option allows each color
characteristic (water, oil, and boom) in the graphics window to be changed indepen-
dently. The default colors preset in SlickMap may always be restored using the color
option and selecting Default Colors.

5.10.6 Getting help

This documentation is available online at http://www.oce.uri.edu/~fake. It can also
be viewed in PDF format from SlickMap. To access this manual from SlickMap, select
SlickMap Help Topics from the Help menu or click on the help button (see below).

2

5.11 Data I/O structure

There are various files generated by the source code and SlickMap. Some of which
serve as an interaction medium between the two and some of which provide critical
information for each other. This section will define the files which provide critical
information during and after runtime.

The general data flow is described in Fig. 5.20. This shows the data exchange pro-
cess between the source code and SlickMap. SlickMap initially generates two critical
files that provide all necessary data for the source code to begin an execution. These
generated files are created when building a database and are named ancilar.dat and
general.dat. Predesign information is stored in Inshap.txt and preout.txt. These files
contain geometry and physical data, respectively for the predesign oil slick shape. All
data pertaining to Stage 1, Stage 2, and Stage 3 are stored respectively in stagel.dat,
stage2.dat, and stage3d.dat. Slick shapes calculated at each time step during Stage
3 are stored in files OILSHAPE*.dat. Likewise, friction coefficient values calculated
during Stage 3 are stored in files CFSAVEL,.dat. Editing or moving these files from
their project folder is not recommended.

The general output file generated by the source code titled listing.dat contains all
information about the project problem and analysis output for all stages. The restart
option utilizes file restart.lis which is an output file from the source code containing
the information from the last time step solved for during Stage 3. Multiple files have
not been discussed within this section because they are not relevant to the user, and
should not be edited. Doing so may cause SlickMap to crash.
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