MODELING OF WAVE-INDUCED SEDIMENT TRANSPORT AROUND
OBSTACLES!?
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We report on further developments of a hybrid numerical nhtmlsimulate wave-induced
sediment transport. A 2D numerical wavetank (NWT) basedulig honlinear potential
flow (FNPF) equations is used to simulate fully nonlinear &zgeneration and propaga-
tion. A 3D Navier-Stokes model with large eddy simulatiof@) is coupled to the NWT
to simulate complex turbulent flows near the ocean bottomarrad obstacles. Wave kine-
matics in the 2D-NWT thus forces flow simulations in the 3D-NSS model, and resulting
sediment transport over the seabed and around a partialgdmbstacle. The latter is cal-
culated in a non-cohesive suspended load transport modelating the (scalar) sediment
concentration, using a constant settling velocity. The 2DNis based on a higher-order
boundary element method (BEM), with explicit 2nd-ordergistepping. The computa-
tional grid, thus, is the 2D-NWT boundary and the 3D-LES Hedd domain. In the
present new formulation, the total velocity and pressutddiare expressed as the sum
of irrotational (incident/far-field) and near-field viscoperturbations. The LES equations
are formulated and solved for the perturbation fields onhic are forced by the incident
fields computed in the NWT. The feasibility of coupling theahets in an efficient manner
is demonstrated.

INTRODUCTION

Despite the vast increase in performance of modern complisters, in
numerical simulations of complex flow problems, for optimefficiency, one
typically limits the numerical model “physics” (i.e., suels represented in its
equations and boundary conditions) to thatessary and sufficiefdr solving
a given problem. For problems with multiple scales or larg@imogeneities in
model domain geometry and/or nature, the minimum requipysics” might
turn out to be different for different parts of the computatl domain (e.g., the
wave shoaling zone and the surfzone). Hence, one is facédeitiiter using the
more accurate physics everywhere (a costly choice) or apjttto the nature
of the problem, in various parts of the computational domdihe latter is best
achieved through model coupling or, even better, througingus hybrid model,
in which say two different models’ equations and numericakcpdures are fully
integrated with each other and, if necessary, feedback theraecond model onto
the first one may be simulated.

Coupled/hybrid models have been used for ocean wave siiongat Once
generated, waves closely behave as irrotational invisowdsfl well simulated
by potential flow theory up to overturning (New et al. 1985jlli51997; Dom-
mermuth et al. 1998). [Note, when using fully nonlinear feegface boundary
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conditions, one refers to these models as “Fully NonlineseRtial Flow” mod-
els (FNPF).] Interactions of waves with ocean structuretherbeach, however,
cause flow separation and/or breaking, requiring the usisobus/turbulent mod-
els, with a free surface description that allows for the @spntation of breaking
waves (as in a Volume Of Fluids (VOF) approach; e.g., Lin and1998; Lu-
bin 2004). Such models typically solve 3D Navier-Stokes)H§uations over a
fine grid, and are thus very computationally intensive. Timay also suffer from
excessive numerical dissipation over long distances gfamation, implying that
incident gravity waves would dissipate their energy in acessive manner when
propagated in large domains. For this reason, coupled @id)yFNPF-NS-VOF
models were developed in 2D and 3D to study wave shoaling agaking on
slopes and beaches, and wave-structure interactions Beagisser et al. 2004;
Helluy et al. 2005; Corte and Grilli 2006). In these problemsident waves in
the FNPF model were either 2D FNPF solitary waves, wavemgdeerated long
waves (Grilli 1997), or 3D extreme periodic waves (a.k.@ak waves) generated
through directional focusing (Fochesato et al. 2007).

Gilbert et al. (2007) similarly developed a 2D-FNPF/3D-Ngbhd model
to study wave-induced sediment transport and scouringnarbottom obstacles
(Fig. 1). “Far-field” waves are generated in the 2D-FNPF nh@iolea wavemaker
onT,; Grilliand Subramanya 1996 (GS); Grilli and Horrillo 199@H); Grilli
et al. 2003 (GE)) and propagated over a sloping bottom, ujogedo breaking
(before dissipation in an absorbing beach; AB). Energyipligsn due to bottom
friction or breaking is specified over the (sandy) slope (foxK z,) and in the
absorbing beach far > z,. A small partly-buried cylinder is located on the
bottom, just before the surfzone. The FNPF model thus coaesplatrcing wave
fields around the bottom obstacle, that are used to force @etd@D-NS model,
with embedded sediment transport computation, appliediear-field” compu-
tational domain specified around the obstacle.

In this paper, we report on both recent improvements andatdins of this
hybrid model for wave-induced sediment transport. In thespnt formulation,
the total velocity and pressure fields are expressed as theo$lrrotational
(incident/far-field) and near-field viscous perturbatiorthe NS equations are
formulated and solved for the perturbation fields only, wahéze forced by the
incident fields computed in the NWT. The feasibility of comglthe models in an
accurate and efficient manner is demonstrated in applitaitio

METHODOLOGY

We briefly present equations for the coupled hybrid modeknehy the irro-
tational wave flow in a 2D-FNPF Numerical Wave Tank (NWT) scomputa-
tions in the 3D-NS model with Large Eddy Simulations (LES).

2D Numerical Wavetank
For FNPF flows with a free-surface, we defi@éz, y, z, t), the velocity po-
tential, such that velocity,! = d®/9z; satisfies Euler's equations. Thus, mass
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Figure 1: Sketch of 2D-FNPF simulations for wave-induced se diment transport around
a bottom obstacle. The 3D-NS-LES domain is marked as Q7 gs.

conservation becomes Laplace’s equation (left), whiclifisiently solved using
a Boundary Element Method (BEM) based on Green’s 2nd idefitght),

Vo =0 ; a@(mi):/r{g—iG(m,mi)—q)W}dF 1)

whereT denotes the NWT boundary (Fig. 1),is the outwards normal vec-
tor to the boundary, and the 2D free-space Green's funceeds,G(z, z;) =
—(1/27) In |z — z;|, with z; a collocation node on the boundary. Fully nonlinear
kinematic and dynamic boundary conditions are specifiecherfree-surfacé’;

(in a mixed Eulerian-Lagrangian formulation (MELF)),

Dr; o Do 190® 09 p,
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respectively, where; is the vertical coordinate, and a (Neumann) no-flow con-
dition is specified on the other boundaries, whether a mowiagmaker [,,) or
lateral absorbing boundary'(), and the seabed’(). The free surface potential
and geometryr() are then time integrated, using 2nd-order Taylor serigsuex
sions in a MELF (i.e., applied to both and9®/dt), in which Egs. (2) and their
time derivative, provide 1st and 2nd-order terms respelstiv

For the 2D-NWT applications shown in this manuscript, itidhg determin-
ing the solution at internal points, details of numericaktmoels can be found in
Refs. (GS,GH,GE).

3D-NS with Large Eddy Simulations
NS equations for an incompressible, isothermal, Newtofiiad read,

=0 ; — iUj —0;5 — =0 3
Oz; ot + Ox; <u wt p Vamj) ®)
whereu; andp are velocity and dynamic pressure, respectively, in a flfiden-
sity p and kinematic viscosity. We then employ a decomposition of the flow
into a free-stream (incident wave) velocity and pressurg’! and a perturbation
velocity uf” and pressurg”,

(2)

ui:uf—{—uf ; p:pI—i—pP. 4)



The incident wave flow! computed in the 2D-NWT is assumed inviscid and
irrotational, and hence satisfies Euler equations,

dul oul 0 (. P
L . 7 o I [ _62 — 5
dz; 0 ot +8mj (ulu]—{— p ]) 0 ®)
[Which is quite accurate in nature, outside of a thin ostiabottom boundary
layer.] After some simplications, we find equations for tlegtprbation fields,

duf ou? 0 L Ou;
Yi _ 0 , Ui =+ 67 <uiuj — quI =+ p?()ij 4 ) =0 (6)
J

dx; ot ~ Vo,
By applying a filter (denoted by an overbar) to NS equationsobin a

momentum equation for the resolved perturbation flow,
dul dul 9 PP i
=0 ; L <u2u7 - u{u§ + %(527 — I/a—j + Tij) =0 (7)

dzr; ' ot + dz; x
where the subgrid scale (SGS) stress is definet ass u;u; —u;u; and modeled
in the LES with a Smagorinsky scheme.

The resulting equations are discretized similar to Zand.€1894) and Cui
and Street (2001), i.e., using 2nd-order methods in botk &md space. QUICK
(Leonard 1979) is used to discretize the convective ternthefluid flow, and
2nd-order differences are used for the remaining terms. chmeective terms
are integrated in time using the 2nd-order Adams-Bashfiathnique, and the
diffusive terms are treated with an 2nd-order implicit Geaicolson scheme.
The Poisson equation for the pressure field is solved with légnid technique.
Note, in our hybrid approach, the 2D-FNPF BEM model comptites/ fields
at the NS mode grid points, directly and explicitly from theundary solution at
timet¢, without any additional approximations.

Non-cohesive Sediment Transport Model
In work in progress, the strongly coupled hybrid model (2B/N and 3D-

NS-LES) is used to simulate non-cohesive sediment trahapdrresulting scour-
ing around a partially buried rigid object on the bottom @it et al. 2007) , in-
duced by fully nonlinear irregular (Greene 2008) shoalimyes (Figs. 1). Thus,
(scalar) suspended sediment concentrafibifby volume fraction) is modeled
with a volume-filtered advection-diffusion equation,

oC 0 A —

E—I—asz{(u;—}—uf—wséig)C—}—ujC} =0 (8)
where w;, is sediment fall velocity (function of sediment propertisize and
shape). Consistent with the common assumption that thelembSchmidt num-
ber is near unity, the same Smagorinsky SGS turbulence nwddbpted for the
fluctuation terms in both the momentum and sediment corasonr ;') equa-
tions. SHARP (Leonard 1988) is used to discretize the aose=terms of the
suspended sediment concentration.
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Figure 2: Laminar BL solution (Eqg. 9), for phase angle ¢ = wt (deg.).

APPLICATIONS

We present here recent 2D-NWT/3D-LES hybrid model simarej formu-
lated for the perturbation fields as detailed above, namede< of wave-induced
flows near a smooth or rough bottom, and sediment transpduted around a
partly buried cylinder.

Oscillatory Laminar Boundary Layer

The idealized Stokes problem is first used to investigateényieid model's
accuracy and convergence. This represents an oscillamsydver a smooth
(infinite) solid plate, for which there is an analytic sotuti The irrotational
flow forcing the NS model, here, is simply a specified uniforamrhonic cur-
rentU!(y,t) = U,sinwt, of periodT = 27 /w, in the z direction, withy the
vertical direction; hence, here there is no need for comjautsiin the NWT.

Spatial periodicity of the NS solution for thféfields is specified in the and
z directions. A no slip conditiom; = 0 is specified on the bottom boundary at
y = 0, and the free stream velocity’ is specified ay = h above the plate, with
(v = w = 0;0u/dy = 0). For a low Reynolds numbde, the (mean = total)
velocity u(y) = U = U + UF near the plate takes the form of an oscillatory
laminar boundary layer expressed by,

u(y) = Up 4 sinwt — exp (_—y) sin(wt — —_y) 9)

ds ds
with §s = /2v/w, the Stokes layer thickness. This solution appliesRer =
U,ds /v < 100. Hence, by comparing the numerical and analytical solstibath

the NS model result accuracy and convergence rate can Issadsas a function
of grid size and time step.
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Figure 3: Relative error of computed velocity, as compared t o Eg. 9, as a function of:
(a) time step ( Ay = §5/64); (b) grid size ( At = T/1000). Line (—) is a best power fit
to the data, and (- - - -) shows the 2nd-order convergence.

Todoso,weseRe = 1,05 = 1,U, = # andv = «. The NS domain
dimensions aré: = 1645 in each direction, and the spatial grids are identical
in each direction (i.e.Az = Ay = Az). The model is ramped-up far007
and maximum relative errors on flow velocityU,, are calculated at= 1007
Fig. 2 shows the analytic solution (Eq. 9) for 4 phase anglékeoflow, ¢ = wt
and Fig. 3 shows numerical errors when varying time teffor a fixed grid size
(0s/64), or varying the grid size for a fixed time stefA{ = 7/1000). Errors re-
duce as expected when reducing either grid size or time stéplasely follow (or
outperform) the 2nd-order convergence, expected from thaelfs discretization
and time integration schemes, in the typical range of patemvalues.

Oscillatory Turbulent Boundary Layer

This problem is similar in set-up and flow forcing to the pmys one, but now
for an oscillatory flow with higher Reynolds number over agbdlat plate. This
creates a turbulent oscillatory boundary layer flow striestfor which there is no
longer an analytical solution. In this case, model resutsampared to Jensen et
al’s (1989) laboratory experiments, performed in an ¢asidilg water tunnel (U-
tube), with flows driven by a pressure gradient. The bed roeghwas 0.35 mm
in experiments (sand paper). For this case as well, there i®ead for running
the NWT, but results nevertheless allow to assess the amcafall the important
features of the NS-LES model, i.e., regarding flow forcingitdm boundary con-
dition, and turbulence representation. A new parallel enpntation of the code
is also being validated here.

The NS-LES model physical parameters are selected to maperiments
(case 13) withl/, = 2 m/s, T = 9.72s,v = 1.14107% m?/s (i.e.,ds = 1.9
mm andRe = 3,295), andu, = 0.11 m/s (as measured from the boundary layer
structure near the bed). In the model, we specify a log-lagar the rough plate,
with z, = k5 /30 = 0.028 mm, which yieldsu. = 0.104 m/s for the Smagorinsky
scheme, thus in close match with experiments. The NS cortipngh domain
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Figure 4: Horizontal velocity in NS-LES model (—), (- --), vs . Jensen et al's (1989)
experiments (symbols o for ¢ = 0 deg.; O for ¢ = 90 deg.): (a) mean velocity; (b) RMS
of turbulent velocity.

is 0.384 m long in the direction and half that in each lateral direction; spatial
discretization is constant in each direction®s = Ay = Az = 6 mm and time
step isA¢ = 0.001 s. The NS-LES solution is ramped-up fo7" = 97.2 s, and
both mean and turbulent velocities are computed: fer 107" and compared to
experimental measurements.

Fig. 4a first shows that the mean horizontal velocity predigh the model
(u = U = Ul + UP) is in close agreement with experimental measurements
at two phases of the flow. Fig. 4b then shows that the RMS of threzdntal
turbulent velocity ¢/ = u'P) is in reasonable agreement with measurements at
the same phases of the flow. This confirms the overall sousdoiethe NS-
LES model in representing turbulent oscillatory boundagels, such as typically
induced by ocean waves near the rough seabed. The good agteafiturbulent
flow features, in particular, is key to the correct modelifighe suspension and
transport of fine non-cohesive (i.e., sandy) sediment. iBhikistrated in the next
application of the full hybrid model.

Sediment Transport Around Bottom Obstacle Due to Periodic W aves

In this application, the set-up is similar to that shown ig.FL, and also
detailed in (Grilli et al. 2003; Gilbert et al. 2007). PeriodNPF waves are
generated in the 2D-NWT and propagate over a small partigtaylinder. The
NS-LES model domain is a small box located around the olestaall enclosing
a small portion of the seabed with it.

Here, we present typical results of flow and sediment tran$pduced over
a flat bottom, around a 75% buried circular cylinder of 8.4 adiius, in a sandy
seabeddso = 0.2 mm, p, = 2,650 kg/m?, w, = 0.026 m/s,k, = 1 mm) by
a (nonlinear) periodic wave of heigltif = 0.12 m and periodl’ = 2.94 s, in
water depthd = 0.8 m (these are in fact laboratory scales of earlier experisment
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Figure 6: Wave-induced (mean) sediment concentration (as a gray scale) (y =0, C)
in NS-LES model ((a)-(d) are cases of Fig. 5). Vortices picku  p and transport eddies of

suspended sediment, reaching concentrations of up to C ~ 1076,

performed with a moving sandy bed; Grilli et al. 2003).

Similar simulations were performed with the earlier vensif the model
(Gilbert et al., 2007), but faced numerical instabilitiestee matching boundary
of the two models, requiring sponge layers. Present cortipagawith the new
P-field implementation do not experience such instabilities
NWT discretization.Typical free surface discretization (dry) in the 2D-NWT
usually have at least 20 nodes per dominant wavelengthrdldieundariesI(,,
andr',) are typically discretized with only 7-11 nodes. Bottomadéization (on
') are usually a little coarser than on the free surface, biittwtal node spacing
(Az)isreduced on the bottom under the NS-LES domain, in ordierctease the
accuracy of integrals used to compute internal fields in tB&Bsolution. Ini-
tial time steps are selected based on the free surface nadmgpto satisfy the
optimal mesh Courant number, and subsequently automgtadjusted. Typi-
cal CPU times in the NWT are less than one second per time stegpdesktop
computer.

Here, the NWT was run without bottom friction, and with nonidging ap-
plied on the free surface, because no long term computatvens required for
such simple periodic waves; in fact only a few (10) periodwate forcing were
used in the NS-LES model. An absorbing beach AB and an abgpgiston AP
(Fig. 1) are specified in order to damp incident wave energy eliminate (or
reduce) wave reflection at the NWT extremity.

LES model discretizatiol.he NS-LES model domain dimensions arém long,

by 0.173 m high, by0.0125 m wide. For the partially buried obstacle, the bottom
is flat in the streamwise direction to either side of a centrahp, represented
by a 75% buried cylinder of radiu&.084 m, whose axis runs in the spanwise
direction. The NS-LES model is discretized 8yx 98 x16 grid points. Hence,
82x98 = 8,036 points are used in each vertical plane of the SELES domain.



The immersed boundary is located above the actual grid ayyrsd that the total
flow domain height is 0.17 m (discretized by 95 points in theigal direction
over the flat regions). The obstacle protrudes a verticahdce of 0.042 m into
the flow. The wave forcing is two dimensional, as is the bed &#aded on our
previous work (Gilbert et al. 2007), the main structure oftie@s in the vertical
plane is not significantly influenced by cross-stream ragmiln channel flows.
Accordingly, we used a smaller number of of cross-strearmh goints, assuming
that while the flow will not be as well resolved in that direetj the results in
the vertical plane are not noticeably impacted. No changhénmodel or set-
up, however, is required to increase the cross-streamutésio] but the computer
time required increases rapidly as one does that. [Sucts weisle finer lateral
discretization will be run in the near future, with the newbveloped MPI parallel
version of the code, on large computer clusters.]

For the coupled 2D-NWT/3D-NS simulations with a periodicverelow,
wave forcing is computed in the NWT at the grid cell centerghef the fixed
embedded NS-LES domain around the obstacle. Thus, the N@idas the far
field velocities and free-surface wave forcing throughouostrof the domairn?,
while the embedded NS solution provides a well-resolvedrieson of the wave
boundary layer within its domain, with no slip enforced a tved. Wave genera-
tion is ramped-up over three periods in the NWT and compartatare performed
until a quasi-steady regime is reached. This usually taResave periods or so.
Internal velocity fields are then calculated in the NWT totbioiitialize and sub-
sequently force the NS-LES model. There is no NWT forcinghia transverse
direction for this 2D flow, but turbulent fluctuations willrg momentum laterally
to the main flow direction, in the NS-LES model.

Examples of velocity and sediment concentration resultgeded in the NS-
LES model around the cylinder are shown in Figs. 5 and 6, fereleventh pe-
riod of run time (the first 10 periods are model ramp-up). lis tase, the sus-
pended sediment concentration field was initialized as atiom of the bottom
shear stress at the end of the tenth period. Results are shawertical plane
aty = 0. [Bedload was not computed for this initial illustrationadir coupled
model computations.]

Characteristic of all boundary layers, velocity profileewh in Fig. 5 tend
to zero along the bed, with larger near-bed velocities sumding the crest of
the cylinder. Shear layers form in the lee of the obstacléendwvave phases
where the velocity tapers off from its maximum value, as wiceg expected for
a typical oscillatory flow case. As the flow slows enough sa thia about half
its maximum value, some of the near-bed velocities revarde@m what looks
to be the beginning of a typical lee vortex. However, as th& #tows to zero,
the pressure gradient distribution on the cylinder fromRWET acts to intensify
the flow in the directiordown the slope This jet of fluid is now moving in the
direction opposite to the new flow direction. After the flowithies direction,
this near-bed jet of fluid, which opposes the new main flowdfiog, rolls up into
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Figure 7: Typical irregular waves generated in the 2D-NWT ba  sed on a specified JON-
SWAP spectrum (Greene 2008).

a spanwise vortex on trstossside of the cylinder.

As expected, the sediment transport patterns in Fig. 6votle flow field
very closely. However, the entrainment patterns diffengigantly because the
boundary condition along the cylinder enforces the cooditi’ = 0. Strictly,
this is only a first approximation to the correct boundaryditan, which would
allow for deposition and subsequent pickup on the obstaoientbaryl’,. For
the case studied here, this approximate boundary conditaynhave contributed
to oscillations in the concentration profiles, which evafijulead to somewhat
unrealistic behavior in the sediment concentration fieldgéneral, sediment is
picked up where the shear stresses are greater than caitoceg the flat bottom
regions both upstream and downstream of the cylinder. hes pbscillated back
and forth over the mine due to the action of the flow. More dgtaid discussions
of such flow and sediment patterns can be found in (Gilbertt 2087).

SUMMARY AND PERSPECTIVES

The validations and applications of hybrid model couplingtihodologies
presented here show that, by seamlessly combining andratiteg the best fea-
tures of different fluid models, with different (but relegatphysics” (and/or spa-
tial and temporal scales), in various parts of the fluid domane can achieve
both an accurate and efficient solution of complex free serféow problems,
including in the presence of structures and with complebasgalynamics.

While the presented applications were only aimed at baiktitating and val-
idating model features, and hence were of limited compjextitd size, the recent
MPI parallel implementation of the models on very large catepclusters makes
it possible simulating problems of increasingly practicgéérest and relevance to
various fields of engineering. Such tools can also be useavésiigate and gain
insight into complex physical processes involving, e.grbtilent boundary layer
flows, the interaction of those with rigid structures, am@&onoving bed, and the
sediment transport that might result.



While the present paper was devoted to the coupling of FNRAFFNwnd
a (submerged) NS-LES model, which have been spearheadedilbya® co-
workers, the same hybrid approach can of course be (andng)esed to cou-
ple other types of models, such as FNPF/HOS (Higher-ordect&d) or NWT
models with NS models around surface piercing fixed or flggstnuctures (e.g.,
Alessandrini 2007), or long wave model with NS-VOF or SPH @8thed Particle
Hydrodynamics) models; this currently being researcheddipus other groups.

Although this aspect has not been used here, the 2D-NWT wasitg im-
proved (Greene 2008), both in efficiency for large discegion (through using
a localized Green’s function leading to sparse matriced,aaMPI parallel im-
plementation) and in its generation of well-controllecegular wave sea states,
e.g., such as generated using a flap wavemaker motion basedpatified JON-
SWAP energy spectrum. A few iterations are performed in grmegation, until
the target spectrum is satisfactorily created in the NW@.(é=ig. 7). Once the
development and implementation of the full hybrid model@mplete, including
the possibility of running the model on very large computesters, such irreg-
ular wave forcing will be used to perform more realistic lalegm simulations
of wave-induced sediment transport and resulting scowirigurial of a bottom
obstacle. The latter aspect of moving bed is still being iped and validated.
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